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In Brief
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actionable disease states.

Highlights

• Plasma proteomes can be reidentified based on protein expression levels.

• Plasma proteomes can be reidentified based on variant peptides.

• Plasma proteomes can contain actionable and nonactionable incidental findings.

• Plasma proteomes can contain sensitive information such as pregnancy status.

2021, Mol Cell Proteomics 20, 100035
© 2021 THE AUTHORS. Published by Elsevier Inc on behalf of American Society for Biochemistry and
Molecular Biology. This is an open access article under the CC BY license (http://creativecommons.org/
licenses/by/4.0/).
https://doi.org/10.1074/mcp.RA120.002359

RESEARCH

http://crossmark.crossref.org/dialog/?doi=10.1074/mcp.RA120.002359&domain=pdf


Plasma Proteomes Can Be Reidentifiable and
Potentially Contain Personally Sensitive and
Incidental Findings
Philipp E. Geyer1,2,3,* , Sebastian Porsdam Mann4,5 , Peter V. Treit1 , and
Matthias Mann1,2,*

The goal of clinical proteomics is to identify, quantify, and
characterize proteins in body fluids or tissue to assist
diagnosis, prognosis, and treatment of patients. In this
way, it is similar to more mature omics technologies, such
as genomics, that are increasingly applied in biomedicine.
We argue that, similar to those fields, proteomics also
faces ethical issues related to the kinds of information that
is inherently obtained through sample measurement,
although their acquisition was not the primary purpose.
Specifically, we demonstrate the potential to identify in-
dividuals both by their characteristic, individual-specific
protein levels and by variant peptides reporting on cod-
ing single nucleotide polymorphisms. Furthermore, it is in
the nature of blood plasma proteomics profiling that it
broadly reports on the health status of an individual—
beyond the disease under investigation. Finally, we show
that private and potentially sensitive information, such as
ethnicity and pregnancy status, can increasingly be
derived from proteomics data. Although this is potentially
valuable not only to the individual, but also for biomedical
research, it raises ethical questions similar to the inci-
dental findings obtained through other omics technolo-
gies. We here introduce the necessity of—and argue for
the desirability for—ethical and human-rights-related is-
sues to be discussed within the proteomics community.
Those thoughts are more fully developed in our accom-
panying manuscript. Appreciation and discussion of
ethical aspects of proteomic research will allow for
deeper, better-informed, more diverse, and, most impor-
tantly, wiser guidelines for clinical proteomics.

Omics technologies can characterize biological materials,
leading to a wealth of information useful for addressing a
broad range of scientific and medical questions. Genomics
has benefited from rapid technological progress over many
decades, and large-scale DNA analysis now increases our

knowledge of genetic diversity and the relation of genes to
various phenotypical and disease-relevant traits (1). Genomic
data are usually acquired in a broad and untargeted manner.
Typically, many genes are assayed simultaneously. Some of
these could contain individually identifiable and sensitive in-
formation, raising several ethical questions. The relatively
long-lasting and widespread application of genomics in
research and medicine has led to numerous and sometimes
acrimonious debates concerning what to do with such infor-
mation, which in turn has resulted in guidelines and frame-
works (2–4). However, analogous discussions have not yet
been fielded in proteomics or metabolomics. Partly this is
because the ability to analyze a large number of human
samples at great proteomic depth is a comparatively new and
resource-intensive development, which as of this writing still
requires highly specialized technology.
In contemporary medical practice, the majority of diagnostic

decisions are based on tests quantifying biological parameters,
generally referred to as “biomarkers” (5). The foremost bodily
fluids used for this purpose are the blood (whole, plasma, or
serum), urine, and cerebrospinal fluid (CSF). Of the various
classes of clinically measured parameters such as cells, elec-
trolytes, DNA, RNA, and small molecules, most tests target
proteins (6). Thousands of these proteins circulate throughout
the body and their levels report on a wide variety of systemic
diseases, organ damage, and general health status (7–9).
From an analytical biochemistry perspective, the biomarker

discovery task has traditionally consisted of accurately
measuring the level of one or a few proteins in disease and
control cohorts and then developing a robust clinical test—
typically involving an antibody against a specific protein.
Considering the fundamental role of laboratory tests, it is
remarkable that most biomarkers were discovered more than
20 years ago and often lack specificity or sensitivity and that

From the 1Department of Proteomics and Signal Transduction, Max Planck Institute of Biochemistry, Martinsried, Germany; 2Faculty of Health
Sciences, NNF Center for Protein Research, 4Department of Media, Cognition and Communication, University of Copenhagen, Copenhagen,
Denmark; 3OmicEra Diagnostics GmbH, Planegg, Germany; 5Uehiro Center for Practical Ethics, Oxford University, Oxford, UK

This article contains supporting information.
*For correspondence: Philipp E. Geyer, geyer@biochem.mpg.de; Matthias Mann, mmann@biochem.mpg.de.
Present address for Sebastian Porsdam Mann: Faculty of Law, University of Oxford, Oxford, UK.

RESEARCH

Mol Cell Proteomics (2021) 20 100035 1
© 2021 THE AUTHORS. Published by Elsevier Inc on behalf of American Society for Biochemistry and Molecular Biology.
This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1074/mcp.RA120.002359

https://orcid.org/0000-0001-7980-4826
https://orcid.org/0000-0002-1867-2097
https://orcid.org/0000-0002-5264-5877
https://orcid.org/0000-0003-1292-4799
mailto:geyer@biochem.mpg.de
mailto:mmann@biochem.mpg.de
http://crossmark.crossref.org/dialog/?doi=10.1074/mcp.RA120.002359&domain=pdf
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1074/mcp.RA120.002359


only a very small number of the more than 14,000 human
diseases have corresponding tests (10).
Proteins control and execute the vast majority of biological

processes, and mass spectrometry (MS)-based proteomics is
the technology of choice to investigate the entirety of all
proteins in a biological system—its proteome (11, 12). MS-
based proteomics has continuously developed over the past
20 years, enabling the holistic, detailed, and quantitative
investigation of diverse biological systems. Discovery of new
and potentially better biomarkers and biomarker panels is
facilitated by these rapid developments in MS-based prote-
omics, promising widespread medical applications (6, 13).
Traditionally, proteomics biomarker studies have analyzed

small sample numbers in depth to discover one or a few po-
tential biomarkers that were then to be validated in larger
cohorts. In contrast, we have developed a “rectangular
approach for biomarker discovery,” in which all samples from
large-scale cohorts are analyzed in as much depth as possible
in discovery and validation cohorts together (6). The goal is to
derive panels of regulated proteins that contain much more
information than is reflected in the level of any single protein.
Over the last few years, we have focused on technological
developments enabling the analysis of large-scale plasma
proteomic cohorts with a robust and automated pipeline (14)
and have already analyzed clinical studies with over a thou-
sand samples (15–17).
It will soon be possible to collect large-scale and increas-

ingly comprehensive proteomics data sets, and this ability will
not long be restricted to only a few specialized laboratories.
Clinical proteomics is already benefitting from rapid advances
in information technologies, including machine learning and
big data analytics. The information that can be extracted from
such powerful data sets has myriad applications. Clearly, the
expanding data volume, scope, and quality of clinical studies
analyzed by MS-based proteomics raise ethical issues, as
they have in other fields. For instance, a plasma proteomic
measurement may be used to uniquely identify a person if
matching genomic information is available. In addition, such a
measurement may contain incidental findings—findings un-
related to the primary aim of the study or procedure, but which
may still contain information relevant to health or well-being.
This potential is well recognized in other diagnostic fields. In
a meta-analysis of tens of thousands of asymptomatic per-
sons receiving body or brain MRI revealed a potentially
serious incidental findings rate of 3.9% and another found a
median clinically significant rate of 17% (18, 19). It has been
pointed out that incidental findings, “which can occur in large
numbers from genomic sequencing, are a potential barrier to
the utility of this new technology due to their relatively high
prevalence and the lack of evidence or guidelines available to
guide their clinical interpretation” (20).
We argue that clinical proteomics, too, will soon face these

challenges. Researchers and clinicians will have to deal with
personally sensitive and incidental findings. How they should

go about this task is a discussion that must be had. It is also a
discussion that involves applied ethics and bioethical princi-
ples—topics that the proteomics community is currently not
prepared for. As a first step in this direction and to enable our
community to begin an open discussion about proteome
ethics, we describe some ethical implications of proteomics
data. Below, we reanalyze a previous plasma proteomics
study (15) to investigate whether and to what extent ethically
relevant information can be extracted. We show that samples
can uniquely be assigned to individuals by both the individual-
specific levels of plasma proteins and their individual-specific
allele variations (coding SNPs). Furthermore, plasma pro-
teomes inherently report on a broad range of health and dis-
ease parameters such as cardiovascular and metabolic risks.
We discuss what would have to be stripped from results ob-
tained in order only to retain narrowly disease-relevant infor-
mation. While this might be necessary in certain diagnostic
settings, it also negates one of the principal attractions of
plasma proteomics. In an accompanying paper (21), we
introduce bioethical and human rights principles that instead
argue for deriving the maximum information and therefore
benefit from clinical proteomics data for research, disease
diagnosis, and general health and well-being.

EXPERIMENTAL PROCEDURES

Identification of Individual-Specific Alleles

All peptides from the variant FASTA file analysis were filtered to
generate a set of reliable peptides suitable to separate individuals. For
this purpose, we filtered the data set for peptides that were present at
least once in six out of the seven timepoints in at least one individual.We
excluded all peptides that were always or never identified as they do not
contain information that could be used to distinguish between in-
dividuals.Next,we filtered for peptides that had at least one overlapping
peptide from another allele. This resulted in 83 peptides. Peptides
containing a missed cleavage site of Arginine or Lysine will contain the
same information as their fully cleaved form. Hence, the information of
the presence of the allele was only counted once, resulting in a set of 67
peptides. This set also contains alleles that were very randomly
distributed with very high variation. The peptides with the highest vari-
ationwere excluded. If the number of the identified peptides in the study
was ten times larger than the sumof the peptides thatwere identified six
or seven times within an individual, both alleles of the same gene were
excluded, resulting in 53 peptides for the analysis.

Data Analysis

MS raw files were analyzed by MaxQuant software, version 1.6.1.9
(22), and peptide lists were searched against the human Uniprot
FASTA databases. A regular FASTA file was downloaded from the
UniProt database in May 2019 (https://www.uniprot.org/). Variant
sequence entries were downloaded in text format from the UniProt
database in May 2019 (ftp://ftp.uniprot.org/pub/databases/uniprot/
current_release/knowledgebase/taxonomic_divisions/). The Swiss-
knife PERL module (http://swissknife.sourceforge.net/docs/) with
the varsplic PERL script from ftp://ftp.ebi.ac.uk/pub/software/
uniprot/varsplic/varsplic.pl was applied to generate the variant text
formats for single sequences. The output produced includes the
sequence for the variants.
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A contaminant database generated by the Andromeda search en-
gine (23) was configured with cysteine carbamidomethylation as a
fixed modification and N-terminal acetylation and methionine oxida-
tion as variable modifications. We set the false discovery rate (FDR) to
0.01 for protein and peptide levels with a minimum length of seven
amino acids for peptides, and the FDR was determined by searching a
reverse database. Enzyme specificity was set as C terminal to arginine
and lysine as expected using trypsin and LysC as proteases. A
maximum of two missed cleavages were allowed. Peptide identifica-
tion was performed with an initial precursor mass deviation up to
7 ppm and a fragment mass deviation of 20 ppm. All proteins and
peptides matching the reversed database were filtered out.

All bioinformatics analyses were performed with the Perseus soft-
ware of the MaxQuant computational platform (22, 24).

RESULTS

Individuals Can Be Identified by Protein Levels in Blood
Plasma

In clinical studies, samples are usually blinded and pseu-
donymized in order to avoid bias by the experimenter and to
protect study participants from potentially sensitive findings.
In this way, results from a sample cannot directly be tied to a
person, i.e., unusually high cholesterol levels could not be
used to deny insurance. In our previous work, we noticed that
the levels of hundreds of plasma proteins varied much more
between participants than within the same participant over
time (15). We therefore speculated that the “individual-spe-
cific” levels of many plasma proteins together could enable
association of a given plasma proteome sample to a previous
measurement on the same person. Although this would pre-
vent the pervasive problem of sample mix-up (25), it could
conceivably raise ethical issues with regard to reidentification
of participants.
To test our hypothesis, we reinvestigated a plasma prote-

omics weight loss study in which samples of 42 individuals
were obtained over 1 year (15). We defined a protein as “in-
dividual-specific” if its level in a participant was more than 1.5-
fold different from the population median for at least a quarter
of all study participants, and it had a coefficient of variation
below 20% over time. In our study, 71% of all proteins fulfilled
these criteria. When we compared the levels of individual-
specific proteins over time, we found that these intra-
individual correlations were much higher than the correlations
of the same or different time points between two different
persons (91 different correlation values; median Pearson R =
0.971 within and 0.926 between the two individuals in the
example) (Fig. 1, A and B).
Global correlation of the 294 weight loss samples resulted in

a matrix of 43,071 values (Fig. 1C). Pearson correlation co-
efficients of these individual-specific proteins had much
higher intraindividual correlations even over a whole year,
compared with interindividual correlations (Fig. 1B). Across
the entire study, the median intraindividual correlation was
0.974 and the interindividual correlation was 0.928.
We next tried to identify individuals solely by the Pearson

correlation coefficients of their individual-specific proteins. For

this purpose, we defined the preweight loss time point as a
reference and asked whether the others could be uniquely
related to it via their plasma proteome correlations. Out of
these 252 comparisons, all but one were assigned to the
correct individual (Error rate of 0.4%; Fig. 1D). Even in the one
misassignment (possibly caused by experimental issues;
Experimental Procedures), the correct individual was ranked
second. Moreover, highly individual-specific proteins such as
the apolipoprotein(a) can be more than 100-fold different be-
tween individuals, but very constant over time. In the case of
apolipoprotein(a), this can be explained by the genetically
determined number of so-called Kringle domains affecting the
concentration of this protein. Such proteins have a higher
value for identifying or excluding an individual. In general,
quantitative trait loci (pQTLs) link protein levels and genetic
variants and explain part of the individual-specific protein
levels in addition to lifestyle and life history (26). However,
many proteins have individual-specific levels that are modifi-
able by lifestyle changes, disease, medication, and even
preanalytical processing, adding uncertainty regarding iden-
tifiability (27–29).

Individuals Can Be Identified by Allelic Information

MS-based proteomics identifies peptides by matching
experimental to theoretical spectra calculated from protein
sequence databases. Therefore, the proteomics community
relies heavily on protein sequence data and associated met-
adata supplied by consortia such as UniProt (30). As a default
to reduce redundancy, UniProt provides all the proteins
encoded by one gene as a “canonical sequence” that is
usually the most prevalent or likely form. These can be
downloaded as FASTA files (human, May 2019). In the case of
well-studied species, UniProt provides additional information
about variant sequences, including single amino acid poly-
morphisms from nonsynonymous single nucleotide poly-
morphisms (SNPs) or polymorphisms from multinucleotide
exchange. We generated a human variant FASTA file from
UniProt enabling us to identify polymorphisms using the
Swissknife PERL module (Experimental Procedures).
In principle, the generated data could uniquely identify in-

dividuals using the combination of variant peptides in different
proteins. They could also be used to link such variants to
disease risks by connecting proteins to the UniProt–Swiss-
Prot protein knowledgebase. It currently contains a “human
polymorphisms and disease mutations index,” describing
30,706 disease variants, 40,091 polymorphisms without dis-
ease implications, and 8085 variants of uncertain medical
significance.
To assess a database search with the variant FASTA (a

sequence file derived from the database), we revisited the
weight loss study data set again. The complete study resulted
in 5888 and 6094 peptides when searching against the ca-
nonical and the variant FASTA file, respectively, containing
134 and 340 unique peptides. The unique sequences for the
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canonical FASTA might be explained by the larger search
space of the variant FASTA and a general variation due to the
MaxQuant search algorithm.
Similar to the unblinding experiment described above, we

aimed to extract a panel of peptides from the variant FASTA
file experiment, which would allow us to gain additional con-
fidence in the identification of individuals. Peptides were only
considered if at least two alleles represented by one peptide
for each allele were identified for a protein, resulting in 83
peptides. Additionally, we combined information concerning
allele-specific peptides with missed cleavages with the fully
cleaved peptide. We further applied a filter step to exclude
peptides with very strong variation in their identification
(Experimental Procedures).
This resulted in a set of 53 peptides of which the allele

pattern can be seen across the 42 individuals and the seven
time points of the weight loss study (Fig. 2A; supplemental
Table S1). Next, we identified the study participants by a
simple calculation of matching present and absent variant
peptides, utilizing the allele information contained in their
proteome. Figure 2B shows the comparison of each sample to
all time point (TP) 1 samples. The median number of matches
between two samples within the same individual was 46 and
37 between different individuals. One individual strongly
separated from the rest of the population with a median of
only 33 matches to the other individuals (blue vertical line in
the heat map, Fig. 2B). The correct samples were identified in
89% of all comparisons (Fig. 2C). In 4998 of 5166 pairwise
comparisons matching was correct (1.5% error rate).
The semistochastic sampling of peptides—especially in

data-dependent acquisition (dda)—results in missing values of
peptides, which decrease the probability of correctly rei-
dentifying an individual. It follows that both data-independent

acquisition (dia) and greater data completeness (for instance,
in tissue measurements) would result in higher certainty. Note
that our calculations are only a proof-of-principle at this point
and more advanced experiments including larger and more
representative populations have to be done. These issues are
and the influence of laboratory errors, which are a frequent
issue in DNA technology in forensic science, will have to be
taken into account to calculate the true likelihood of reidenti-
fying an individual by variant peptides (31, 32).

Untargeted Plasma Proteomics Delivers Incidental
Diagnostic Findings

As clinical proteomics generates a broad overview of pro-
tein levels in a sample, it typically reports on many more
conditions than the one under investigation, making “inci-
dental findings” an inherent feature of the technology. If they
are related to diseases, this may be sensitive information that
raises ethical issues. When dealing with incidental findings, a
clear line needs to be drawn between the medical benefits that
can be obtained through their return and the principle of
respecting an individual’s capacity to choose for themselves
whether they wish to have information returned or not. The
latter is obtained by informed consent prior to participation in
a study or a medical test.
Even short 20 min MS-based proteomics measurements

quantify about 50 proteins that were approved by the U.S.
Food and Drug Administration (FDA) as biomarkers, resulting
in a multilayer reflection of the human health state (14). These
MS-quantified markers include C-reactive protein (CRP),
which reports primarily on inflammation and is one of the most
frequently requested protein measurements in clinical prac-
tice. The coregulated protein serum amyloid alpha 1 (SAA1)
shows highly similar fold changes upon infection and is

FIG. 1. Identifying participants in a longitudinal study by correlation of individual-specific proteins. A, correlation of individual-specific
proteins of time points 1 and 2 of individual A. B, seven longitudinal samples of two individuals, A and B, are correlated with each other (Pear-
son correlation coefficient is color-coded,with color bar below). The comparisondisplayed in (A) is highlighted by ablack frame.C, cross-correlated
individual-specific proteins of all samples of theweight loss study. The correlationmatrix shown in (B) is highlighted by a black frame (Pearson value
coded according to the same color bar). D, identification of individuals by correlating individual-specific proteins. Proteomes of the reference time
point were compared with all other time points in turn. The percentage of correctly and incorrectly assigned participants is color-coded.
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likewise covered (Fig. 3A), resulting in a more inclusive
reflection of an individual’s inflammation status than the
routine assessment of CRP alone. While an infection is usually
short-term and benign, other MS-identifiable proteins may
indicate life-threatening diseases, such as the cancer marker
MUC16.
The health consequences of diabetes, one of the leading

causes of death worldwide, can be minimized if the disease is
diagnosed early and managed properly (33). In clinical prac-
tice, diagnosis of diabetes involves measuring HbA1c, the
glycated form of hemoglobin. The concentration-dependent
Maillard reaction of sugars with the amine groups of pro-
teins is responsible for this glycation. In addition to hemo-
globin, all other blood proteins and in particular the long-term
circulating high-abundant ones are also glycated. In our
experience, hundreds of glycated peptides are easily detect-
able in all plasma proteome profiling experiments (14, 16, 34).
Their levels are an indicator of prediabetic or diabetic status,
which is particularly relevant as up to a third of the population
that has these conditions are not aware of it.
Apart from acute disease, proteomics covers proteins

connected to the risk of a future disease. The lipid homeo-
stasis system is covered by more than 20 factors (16), several
of which—including apolipoprotein A1 (APOA1), apolipopro-
tein B (APOB), and apolipoprotein(a) (LPA)—are important
predictors of cardiovascular diseases (35). MS-derived APOB
intensities correlate to LDL-levels as shown in a data set of
142 samples in our weight loss study (Fig. 3B). This indicates
that these apolipoproteins can be used to determine risk of

cardiovascular diseases similarly to cholesterol, for which they
are carriers. It is well known that decreasing high cholesterol
levels by lifestyle changes or medication is beneficial for
health outcomes (15, 35). Thus, an apolipoprotein panel
derived from plasma proteomics likely provides at least the
level of actionable health information than a routine choles-
terol test. Furthermore, as individuals may respond quite
differently to various treatments as shown in the regulation of
APOB levels upon weight reduction (Fig. 3C), proteomics may
provide more individualized and detailed information. This is
an example where the risk is known and treatment options to
significantly reduce future medical conditions may be signifi-
cantly improved by proteomics.
MS-based proteomics can also report on risks for which no

treatment option is currently available, making them “non-
actionable.” For instance, the three APOE alleles—APOE2,
APOE3, and APOE4, can be differentiated by sequence spe-
cific peptides. Knowledge concerning the status of the APOE4
allele (7.5–15.6% of the population), which strongly increases
risk of Alzheimer’s disease, is medically unactionable infor-
mation as there is currently no available treatment (36). Return
of such severe unactionable information could leave some
individuals with psychological trauma, frustrate others, and
might potentially negatively influence future personal de-
cisions in a negative manner. The APOE2 allele (6.7–10.0% of
the population) increases cholesterol levels and cardiovascu-
lar pathologies (36). In contrast to APOE4, this knowledge is
actionable and could lead to the decision to take cholesterol
lowering medication or dietary interventions to decrease

FIG. 2. Allele information in the plasma proteome. A, the grayscale indicates which peptides were detected across the seven time points
(TP) for the 42 individuals in the weight loss study of the 53 variants considered. B, heat map for the number of matching present or absent
variant peptides between individuals at the first time point (TP 1) and all individuals on the other time points. The red diagonal lines reflect the
high number of matches of the same individual in adjacent time points. C, proportion of correctly identified individuals in the 252 comparisons.
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cardiovascular disease risk. There are therefore much more
persuasive reasons for the return of information concerning
APOE2 status.

Untargeted Plasma Proteomics Delivers Personally
Sensitive Findings

The recognition of the equal worth and dignity of all mem-
bers of the human family as enshrined in universally adopted
and near-universally accepted normative and legal codes
globally represents the outcome of centuries of struggle for
legal and moral equality before the law and society. These
efforts aim at stopping and preventing discrimination, which
refers to unequal treatment on the basis of various morally
irrelevant attributes such as gender, race, color, or national or
ethnic origin, all of which still occur in both explicit and implicit
forms in modern society. Therefore, it is morally noteworthy
that one can distinguish the proteomes of men and women
and of reproductive status (14). Comparing the longitudinal
proteomes of women and men of our weight loss study
revealed that the levels of estrogen-regulated proteins such as
the sex hormone binding globulin (SHBG) and the pregnancy
zone protein (PZP) were significantly elevated in women
(Fig. 4A). While the levels of these proteins depend on several
additional factors such as age and lifestyle, they are clear in-
dicators of gender. Applying a one-dimensional principal
component analysis clustered almost all women and men
separately, although one of the eight men and one of the 34
women were assigned to the opposite clusters due to un-
typical PZP levels (Fig. 4, B and C). It is known that SHBG and
especially PZP increase more than tenfold during pregnancy.
Additionally, there are highly specific measures for deter-
mining pregnancy by quantifying placental proteins such as
the family of pregnancy-specific glycoproteins (PSGs), which
are the most abundant trophoblastic proteins in maternal
blood during pregnancy (37, 38), and they are in our experi-
ence readily detectable by MS-based proteomics. Their

concentration can increase over 1000-fold, even exceeding
placental peptide hormone human chorionic gonadotropin
(hCG), which is usually determined in pregnancy tests. This is
significant given that pregnancy status is information that in-
dividuals often seek to keep private, as much of the discrim-
ination faced by women is related to the unique status of
(potential) motherhood.
Given that body weight is connected to discrimination, we

investigated the weight loss study for pertinent markers.
Interestingly, SHBG and proteins of the innate immune system
that we readily quantified are among the proteins most
affected by body mass (15, 16). Although individual-specific
differences, acute inflammation, and gender might influence
these parameters, they could conceivably be used to predict a
person’s weight based on their plasma proteome or more
pertinently likely negative health effects for that person.
Similarly, it is also possible to discern information regarding

the ethnic background of an individual using alleles in a similar
way as described above (39). Furthermore, ethnic differences
can complicate analytical results. A prominent example of this
is the abundant plasma protein vitamin D-binding protein (GC),
which has three common alleles Gc1f, Gc1s, and Gc2 with
very different allele distribution depending on ethnic back-
ground. Gc1f is most frequent in West Africans and African
Americans and least common in Caucasians (40, 41). All three
alleles should result in potential MS-detectable peptides, and
we identified the Gc1f peptide in nine and the Gc2 peptide in
21 of 42 study participants at each of the seven time points
(Fig. 4D). However, the third peptide was not detectable,
presumably due to poor ionization.

How to Render the Plasma Proteome Ethically
Unproblematic and General Data Protection Regulation

(GDPR) Compliant

The legal act of the European Union for the protection of
personal information—the General Data Protection Regulation

FIG. 3. Disease diagnostics and disease risk assessment relevant proteins. A, comparison of the plasma proteomes of one individual,
indicating an infection at time point 4 (TP 4). B, correlation of LDL levels and proteomic measurements of APOB. C, hierarchical clustering
illustrating individual-specific responses of APOB levels to weight loss and weight maintenance over seven time points (1–7). D), intensities of
the quantified APOE4 allele determining peptide across individuals.
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(GDPR)—regulates data protection and privacy with one of the
central aims of giving control of personal data to the corre-
sponding individuals (Directive 95/46/EC, (42)). Implemented
in 2018 across the EU, GDPR supplies rules relating to the
protection of an individual with regard to the processing of
personal data and to the movement of personal data. It also
regulates flow of information into “third countries,” outside the
sphere of GDPR. In the United States, the HIPAA (Health In-
surance Portability and Accountability Act) Privacy Rule is a
similar directive on data protection. However, HIPAA focuses
on the protection of individually identifiable health information,
whereas GDPR is a regulation on all data that can be related to
a person. Furthermore, there is an international trend toward
GDPR style rules across many jurisdictions.
Study participants and patients must be informed about the

potential information content of their proteome in advance of
study participation. Ideally, they would be given the opportu-
nity to state whether and to what extent their data can be used
for the benefit of research and third parties. Furthermore, in-
dividuals should be informed about the potential and range of
incidental findings and their preferences as to return of such
information should be ascertained. However, in studies this is
only possible under specific circumstances, for example,
where data is pseudonymized or nonanonymized instead of
anonymized. However, nonanonymization of samples and
data collides with the protection of personal data as the pro-
teome contains sensitive information about individuals and
therefore adequate rules have to be promulgated and adhered
to when working with this kind of data in research and clinical
contexts. In genomics, samples and data from individuals
have to be pseudonymized before analysis to comply with the
GDPR. Pseudonymization still allows for the linking of an in-
dividual to their data under specific conditions and would act
as a safeguard against third-personal access to personal and
sensitive information. In contrast, this would not be possible in

anonymized data and would hinder to link new studies and
their results to previous findings.
Clearly, individuals have to decide to what extent their

samples and personal data should be processed, and they
have to be aware of the range of information that can be
extracted. Informed consent must be given, which can happen
either in an opt-out or opt-in modality. The choice between
these will have a significant impact on the extent of informa-
tion available for research and processing (see our accom-
panying paper, (21)). These issues exist along spectra of
severity, such that their associated ethical questions do not
admit of binary answers and degrees of likelihood, risks,
benefits, and harms must be considered. Next to organiza-
tional measures and access to the samples and data, the
extent further analysis, storage, and integration of proteomics
data for research and clinical purposes are a topic of great
importance. In proteomics, mass spectra of peptides are
generated and saved in raw data files. In principle, allele-
specific peptides could be deleted from the raw data, but
this would itself go against good laboratory practice, which
strongly discourages data manipulation. However, the sharing
of raw data is beneficial due to several reasons including
general research reproducibility. Therefore, in the research
context instead of having controlled access to raw data, data-
sanitization procedures might be applied to have the optimal
trade-off between data utilization and privacy protection as it
has recently been proposed in genomics (43). To prevent the
existence of such data, one could instead direct data acqui-
sition accordingly, which would be difficult or impossible for
data-independent acquisition (dia), challenging for data-
dependent acquisition (dda) and easily accomplished for tar-
geted proteomics.
Once data is acquired, the interpretable information still

depends on the processing workflow. For example, allele in-
formation is easily extracted when a sequence database

FIG. 4. Information with the potential to discriminate individuals. A, comparing the plasma proteomes of all individuals and samples in the
weight loss study (15). Proteins with elevated levels in women and men are highlighted in red and blue, respectively. B, one-dimensional principal
component analysis for plasma samples at one time point. C, proteins and their distribution to the separation in (B). D, vitamin D-binding protein
determining alleles quantified by MS-based proteomics.
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(FASTA) file with allele information is used. FASTA files without
allelic information would render the proteomic readout non-
identifiable for many purposes, as protein levels alone cannot
identify an individual to the degree of certitude necessary in
forensic and similar contexts. Therefore, tightly restricting
access to the raw data might be warranted in many circum-
stances. We suggest that in clinical environments, the
handling and analysis of data should be done in an automatic
fashion. Access could be secured by technologies such as
blockchain, ensuring that only approved information is read
out and reported to the patient, depending on their former
written consent.
MS-based proteomics is uniquely information-rich because

it accurately and quantitatively measures thousands of pep-
tides in clinical samples. However, affinity-based methods are
also increasingly applied to the plasma proteome (26). As only
a single or few epitopes are probed, there is much less chance
of revealing allele-specific information. Furthermore, pre-
analytical factor such as freeze–thaw cycles can affect epitope
recognition, whereas this does not introduce variations in MS-
based methods (29). Thus, identifiability is currently not a
particular issue in affinity-based methods, and incidental
findings could be stripped out by removing them from the
reported protein level measurements.

DISCUSSION

Exploring the plasma proteome in various clinically rele-
vant areas, we have encountered several categories of
findings with potential ethical implications. In this paper, we
systematically investigated the main ones using a plasma
proteome profiling study (15), which served as a prototypical
case. Quantitative protein levels allowed us to detect acute
diseases and markers for future events that raise ethical is-
sues. Individual-specific levels of plasma proteins enabled us
to identify individuals in this longitudinal study. We further
showed that MS-based proteomics delivered broad knowl-
edge about allele distribution with the potential to identify
individuals, predict disease risks, and detect alleles charac-
terizing ethnic groups. Even though insights based on allele
variation are not very extensive in plasma yet, they will
become more so through further technological progress.
This is already the case for the proteomic analysis of tissue
samples because tens of thousands of peptides are routinely
measured and large-scale efforts are already on the horizon
(44–47). Much remains to be learned about plasma proteome
alterations in response to variables such as lifestyle, disease,
and medication. If these variables change the plasma pro-
teome, they might complicate the identification of an indi-
vidual. However, the continuous exploration of the plasma
proteome will increasingly allow us to acquire information
about plasma proteome modulators and take them into ac-
count. Moreover, as technology progresses, it will enable the
investigation of increasingly large studies while expanding

the information that can be extracted from a single plasma
proteome.
As the power of proteomics increases (11), so do insights

that may be derived from an individual’s sample. Indeed this is
necessary for the medical application of proteomics. Yet the
hypothesis-free nature of proteome profiling also yields in-
formation not directly relevant to the study or intervention at
hand, which may nevertheless be relevant for other medical
reasons or for other purposes entirely. Since not all uses of
this additional information are benign, it is important to
discuss how the benefits of additional knowledge can be
reaped, maximized, and shared, while avoiding the potential
for harm and exploitation which that knowledge may also
bring.
These almost exclusively relate to the knowledge that can

be obtained from proteomic data and thus have much in
common with issues familiar from broader health and research
contexts such as data storage, data sharing, and adequate
consent. However, the proteomic context is unique, and the
progress made in other fields does not necessarily translate
easily. Therefore, it is important that the proteomics commu-
nity is aware of, raises, and discusses these issues to protect
data subjects and facilitate research in ethical and legal ways.
We hereby wish to start a discussion within our proteomics

community about potential uses of the data in our hands. We
believe this is important not only to maximize benefit and
minimize harm, but crucially also because our community is
best positioned to explore questions not only of an ethical and
legal nature but are also intertwined with technical and sci-
entific issues related to the reliability, accuracy, storage,
sharing, propriety, and kinds of inferences that may be sur-
mised from proteomics.
We hope this discussion can serve as a first step toward

serious scientific self-regulation in the proteomic community,
which is acceptable to regulators and society, as has
happened with recombinant DNA techniques at the Asilomar
conference already in 1975 (48), and as is currently being
attempted in the context of editing the human germline (49).
To achieve this, the proteomics community will need to

become aware of ethical issues involved and begin to discuss
them seriously. Luckily, the effort will not have to be made
from scratch as structurally similar issues have been exten-
sively debated in other fields. Nevertheless, these debates are
far from settled and the unique research context of proteomics
means that potential answers cannot be imported wholesale
but rather need to have their fit and applicability assessed and
thoroughly discussed.
In conclusion, the increasing power of MS-based proteomics

for generating both medical and nonmedical insights brings
with it a concomitant increase in the importance of associated
ethical issues. We have presented some of these issues by
showcasing a single plasma proteomics study. The purpose of
this exploratory contribution has been to point out that these
issues already exist and to initiate discussion; but more
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importantly, we hope to stimulate others to point the attentions
of ourselves and the community to issues that are not dis-
cussed here. In our accompanying paper, we further elucidate
and develop ethical implications from a bioethical and philo-
sophical perspective in the hope of starting a discussion con-
cerning the first potential guidelines for the community: (21).
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h i g h l i g h t s

� Cellulose hydrolysis process was studied by enzyme kinetics approach.
� [bmim][Cl] ionic liquid was found to behave as a competitive inhibitor.
� High concentration [bmim][Cl] caused cellulase enzyme deactivation.
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a b s t r a c t

The aim of this work was to study the inhibition and deactivation of commercial enzyme cocktail (Cellic�

Htec2) in the presence of [bmim][Cl] ionic liquid employing model cellulosic substrate, carboxymethyl
cellulose (CMC). It turned out from the experiments – relying on enzyme kinetics approach – that
[bmim][Cl] could act as a competitive inhibitor. Furthermore, depending on the process conditions i.e.
contact of enzyme solution with high concentration [bmim][Cl], severe biocatalyst inactivation should
be also taken into account as a potential risk during the enzymatic cellulose hydrolysis even in as short
process times as few minutes.

� 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Lignocellulose, as an inexpensive and abundant, renewable
material is a trending feedstock for new generation energy produc-
tion technologies. Among its constituents, cellulose is the most
important one to be considered for biotechnological applications
(Liu et al., 2012). Cellulose is a well-known polymer molecule,
built-up by individual glucose monomers, which represent the pri-
mary source of fermentable sugars. Unfortunately, the direct con-
version of lignocelluloses to valuable products i.e. biofuels is
hindered by the limited access of biocatalysts to the cellulose
regions (Kumar et al., 2015; Xu et al., 2016a). Therefore, to open
up the complex, recalcitrant structure and enhance the solubiliza-

tion of such organic matter, a pretreatment is recommended
(Vancov et al., 2012). To accomplish this step, the use of ionic liq-
uids (IL) has been widely proposed because of their recognized
potential for the efficient structural transformation of the crys-
talline cellulose, which increases the efficiency of its consecutive
enzymatic hydrolysis and thus, the glucose yield (Brandt et al.,
2013; Maki-Arvela et al., 2010; Raj et al., 2016). Basically, two main
routes to realize enzyme-catalyzed hydrolyzis after dissolving cel-
lulose in IL have been suggested. In the first one, the cellulose is
separated from the IL solution and this, so-called regenerated cel-
lulose (having reduced degree of crystallinity and increased poros-
ity) is subjected for subsequent enzymatic hydrolysis (Tan et al.,
2011; Zhao et al., 2009). In the other one, referred as one-pot or
single-step approach, the enzymatic hydrolysis of dissolved cellu-
lose is conducted by adding cellulase enzymes directly to the IL
phase in a water-based buffer solution (Gunny et al., 2014; He
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et al., 2016; Shi et al., 2013; Xu et al., 2014, 2016b), after which the
glucose released can be converted to biofuels or other alternative
products such as glucose esters (Findrik et al., 2016).

To make sure that the best IL is chosen for the pretreatment of a
particular lignocellulose, a screening is advised (Zavrel et al., 2009)
since its appropriateness is dependent on factors such as the
physicochemical properties, i.e. the anion and cation constituents
of the particular IL (Raj et al., 2016). It was found that among the
various ILs, those consisting of an imidazolium-ring, such as
[bmim][Cl] are promising candidates to dissolve considerable
amount of cellulose (Engel et al., 2012; Tan et al., 2011; Zhao
et al., 2009). However, besides that high capacity, ILs should meet
additional criteria e.g. biocompatibility with cellulase enzymes
performing the cellulose saccharification (Li et al., 2010). In this
regard, issues with ILs (including [bmim][Cl]) were observed
attributed to their reportedly negative influence on hydrolytic
enzyme activity and stability (Engel et al., 2012; Li et al., 2013;
Lozano et al., 2011; Ouellet et al., 2011; Park et al., 2012;
Salvador et al., 2010; Turner et al., 2003; Xiao et al., 2012; Zhao
et al., 2009).

Although the enzyme inhibition and deactivation by ILs from
these examples are known to occur, to our knowledge, no thorough
study has been dedicated so far to evaluate these phenomena i.e. in
terms of the mechanisms involved for the inhibition. Therefore, in
this work, comprehensive enzyme kinetics (well-known approach
of the biocatalysis area) was applied to get new insights to the
enzymatic cellulose hydrolysis process using a model cellulose
substrate (carboxymethyl cellulose, CMC) and a commercial
enzyme solution (Cellic� Htec2) in the absence and presence of
[bmim][Cl], as one of the most widely employed ILs for lignocellu-
lose pretreatment. The novelty of this investigation is the findings
presented for the first time using the enzyme kinetic approach,
which can thus have the potential to contribute to the interna-
tional knowledge and further expansion of the research area
regarding the application of ionic liquids in the (ligno)cellulose-
based biorefinery concept.

2. Materials and methods

2.1. Enzyme kinetics

2.1.1. Cellulose hydrolysis in the absence of [bmim][Cl] ionic liquid –
Michaelis-Menten kinetics

The enzymatic cellulose hydrolysis was considered as a multi-
step process: (i) the free (cellulase) enzyme (E) binds to the sub-
strate (S) as reversible reaction (E + S), subsequently (ii) an
enzyme-substrate complex (ES) is formed and afterwards, as a
results of irreversible (ES) breakdown, (E) and product (P) are
released (Zhang et al., 2010), in accordance with the classical
Michaelis-Menten kinetics (Johnson and Goody, 2011). This model
was thus applied to assess the enzymatic hydrolysis reaction (Yeh
et al., 2010) in the absence of [bmim][Cl] ionic liquid (Eq. (1)).

V ¼ Vmax½S�
Ksþ ½S� ð1Þ

where V and Vmax are the actual (initial) and maximal (initial) pro-
duct formation rates (g product/g enzyme-min), respectively, and
[S] is the actual (initial) substrate concentration (g/L). Ks is denoted
as the half-saturation constant (g/L), equaling to an [S] where
V = Vmax/2.

2.1.2. Cellulose hydrolysis in the presence of [bmim][Cl] ionic liquid –
inhibition kinetics

Reversible enzyme inhibition may occur via four different reac-
tion mechanisms such as competitive (Eq. (2)), uncompetitive (Eq.

(3)), linear-mixed (Eq. (4)) and non-competitive (special case of Eq.
(4), where Ki = K0

i) (Marangoni, 2003).

V ¼ Vmax½S�
Ks 1þ ½I�

Ki

� �
þ ½S�

ð2Þ

V ¼ Vmax½S�
Ksþ 1þ ½I�

K 0
i

� �
½S�

ð3Þ

V ¼ Vmax½S�
Ks 1þ ½I�

Ki

� �
þ 1þ ½I�

K 0
i

� �
½S�

ð4Þ

where Ki and K0
i are the enzyme-inhibitor and (enzyme-substrate)-

inhibitor dissociation constants (g/L), respectively, while [I] is the
actual (initial) inhibitor concentration (g/L).

To determine which of the above is actually involved when an
inhibition phenomenon is observed, a comprehensive kinetic study
was carried out, requiring sets of experiments at various initial
substrate and inhibitor (in this investigation, bmim][Cl] ionic liq-
uid) concentrations (Marangoni, 2003).

2.1.3. Enzyme deactivation by undiluted [bmim][Cl] ionic liquid
To study whether [bmim][Cl] ionic liquid – besides its potential

inhibitory effect on the cellulose hydrolysis process – causes the
deactivation of the enzyme used thoroughly in this work, a first-
order kinetics was taken (Eq. (5)). It is a widely used model in
the literature to investigate enzyme deactivation (Lencki et al.,
1992; Sadana, 1988) and in particular, deactivation of cellulase in
the course of cellulose hydrolysis (Zhang et al., 2010).

A ¼ at
a0

¼ e�kde1t ð5Þ

where the relative activity of the enzyme is A. at refers to the activ-
ity measured in the presence of the ionic liquid (with a particular
concentration, herewith 50 mg/L) after treating the enzyme with
undiluted ionic liquid for various times (t). a0 is the activity mea-
sured in the presence of the ionic liquid (with a particular concen-
tration, herewith 50 mg/L) without previous incubation of enzyme
with undiluted ionic liquid (t = 0, to be taken into account as base-
line activity). kde1 is denoted as the first-order rate constant of cel-
lulase deactivation (min�1) and e is the exponential term (2.718). By
taking the natural logarithm of both sides in Eq. (5) and plotting ln A
against t, kde1 is derived from the slope of the straight line (Lencki
et al., 1992).

2.1.4. Cellulose hydrolysis assays
All cellulose hydrolysis measurements were performed in

closed-top 250 mL Erlenmeyer flasks (to prevent evaporation) with
100 mL total working volume, ensuring vigorous stirring (400 rpm
by magnetic bar) and constant 60 �C temperature. Citrate buffer
(100 mM, pH of 4.5) served as bulk phase thoroughly. The model
substrate used was low-viscosity carboxymethyl cellulose (CMC)
(Sigma-Aldrich, USA) with phisyco-chemical properties reported
in the specification sheet available for download at the manufac-
turer’s official website, while Cellic� Htec2 (Novozymes�, Den-
mark) was utilized as enzyme source, which has an already
reported potential for the hydrolysis of cellulosic materials
(Benjamin et al., 2014; Joe et al., 2015; Song et al., 2014). Cellic�

Htec2 is characterized with optimal working pH and temperature
of 4.5–5.5 and 60–75 �C, respectively (according to the application
sheet issued by the producer) and was provided in 600(±48) mg/L
concentrations for each tests. Data were always evaluated by con-
sidering the exact, actual mass of enzyme supplemented to the
particular reaction vessel.
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During the experiments without ionic liquid (Michaelis-Menten
kinetics), substrate (CMC) concentrations investigated were 0.5, 2,
5 and 25 g/L.

In case of enzyme inhibition tests, definite amounts of [bmim]
[Cl] (99% purity, IoLiTec, Germany) were added (without further
purification) to the citrate buffer to get the desired ionic liquid con-
centration (50, 100, 150, 200 and 250 mg/L) along with substrate
concentrations of 1, 2.5 and 5 g/L.

In the course of enzyme deactivation study, 60(±4.8) mg
enzyme was first mixed with 5 mg (undiluted) [bmim][Cl] ionic
liquid and held together for treatment (contact) times such as 1,
2, 3 and 10 min at 60 �C. Subsequently, the whole mixture was
loaded to the above described citrate buffer-based reaction med-
ium (resulting in an initial [bmim][Cl] and enzyme concentrations
of 50 mg/L and 600(±48) mg/L, respectively) containing 2.5 g sub-
strate/L.

Quantitative analysis of glucose (as final end-product of multi-
step cellulose hydrolysis) released from cellulose hydrolysis was
monitored based on the refractive index (RI) change of the reaction
mixture over time – relative to the RI of initial reaction mixture
(background) – pumped continuously (10 mL min�1) through
Merck-Hitachi (RI-71) differential refractometer (at 37 �C),
attached to the reaction vessel in a closed-loop design. Preliminary
calibration – to establish the relationship of RI change and glucose
concentrations – was accomplished by measuring the RI of reaction
mixture with well-defined glucose (reagent grade, Sigma-Aldrich,
USA) contents.

Experiments were always commenced by the injection of the
enzyme solution to the reaction mixture. Kinetic parameters (i.e.
Ks, Vmax, Ki, kde1) were estimated by linear regression using the least
squares method in Matlab software.

3. Results and discussion

3.1. Cellulose hydrolysis process kinetics without [bmim][Cl] ionic
liquid

The progress curves obtained during the measurements can be
seen in Fig. 1. It seems to infer that product (glucose) formation
showed a directly proportional trend with time, as reflected by

the appreciably high R2 values (Table 1). Though to some extent,
various terms of experimental error e.g. data recording, observa-
tions, etc. (Bakonyi et al., 2015) may make the determination of
apparent, initial reaction rates vague, replicates undertaken
(Fig. 1) indicated that the results were fairly reproducible and con-
sequently, basically reliable for further analysis. The confidential
evaluation of V is supposed to be performed using a good mass
of data acquired within a limited time, otherwise it can be mislead-
ing due to fact that initial cellulose hydrolysis rates decline
remarkably as time passes (Carrillo et al., 2005). Hence, informa-
tion recorded in the first 10–15 min of the enzymatic hydrolysis
tests was only taken into account in this study. Similar period of
time was considered by other researchers working in this field,
as well (Yeh et al., 2010).

It can be concluded from the time profiles of cellulose hydroly-
sis experiments (Fig. 1) that enhanced V values (slope of the trend-
lines fitted, Table 1) could be achieved along with increasing
substrate concentrations. Applying the well-known Lineweaver-
Burk double reciprocal plot (V�1 vs. [S]�1), the kinetic parameters
of the Michaelis-Menten model could be computed and as a result,
Ks and Vmax were found as 2.57 g/L and 0.068 g glucose/g enzyme-
min, respectively. The value of Ks is in the same order of magnitude
reported by Yeh et al. (2010) for a range of microcrystalline cotton
cellulose substrates and a cellulase enzyme produced by T. reesei
ATCC 26921.

Generally speaking, the use of Michaelis-Menten kinetics for
discussing the experimental data requires a ‘‘mass of enzyme to
mass of substrate ratio” <0.15, which ensures that the mechanistic
model is applicable (Bezerra and Dias, 2004, 2005) and the sub-
strate is not limiting. In our current investigation, apparent ‘‘mass
of enzyme mass to mass of substrate ratios” such as 0.024, 0.12, 0.3
and 1.2 were obtained, being solely dependent on the initial sub-
strate concentration because of the constant enzyme loadings
(600 mg/L). Although seemingly not all of them meet the criteria
referred, a decent correlation of the experimental outcomes with
the fitted Michaelis-Menten kinetics was established. This contra-
diction can be explained by considering the properties of the
enzyme source. Cellic� Htec2 is a commercial enzyme cocktail
preparation and not a highly purified cellulase. Such products
can be seen as a mixture of accessory enzymes such as cellulases
and hemicellulases (Samayam and Schall, 2010), however, their
exact composition and relative proportion of ingredients is
unknown (Barr et al., 2012). Thus, once a given mass of this
enzyme solution is used (e.g. 600 mg for every liter of reaction
mixture in this study), only its limited portion was actually the cel-
lulase enzyme participating in the hydrolysis reaction, while the
rest consisted mainly of water, other enzymes i.e. endoxylanases
(Benjamin et al., 2014; Joe et al., 2015; Song et al., 2014), etc.

Consequently, the real ‘‘cellulase enzyme mass to substrate
mass ratio” was (probably orders of magnitudes) below the above
defined threshold value (<0.15) even in the lower initial substrate
concentration range (0.5–2 g/L), making the Michaelis-Menten
theory valid within the respective experimental boundaries and
leading to an adequate prediction of the hydrolysis process.

3.2. On the inhibition of enzymatic cellulose hydrolysis by [bmim][Cl]
ionic liquid

It turned out in previous works examining cellulose hydrolysis
in the mixture of aqueous buffer and IL that the cellulose hydroly-
sis can be negatively affected by ionic liquids (Kamiya et al., 2008;
Turner et al., 2003). For instance, Kamiya et al. (2008) summarized
that biocatalyzed cellulose saccharification (applying commercial-
ized cellulase from Trichoderma reesei) was fully stopped in a
citrate-buffer based reaction mixture composing of >40 vol.%
[emim][dep], meaning that the proportion of IL is a determining

Fig. 1. Typical progress curves of cellulose hydrolysis (actual experimental condi-
tions: absence of [bmim][Cl] ionic liquid, varied initial substrate concentration)
blue diamond and red square: [S] = 0.5 g/L; green triangle and purple cross: [S]
= 2 g/L; blue asterisk and orange dot: [S] = 5 g/L; pink dash: [S] = 25 g/L. (For
interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)
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factor of the process. Moreover, another research carried out by
Turner et al. (2003) also confirmed the existence of IL-induced
enzyme inhibition working with [bmim][Cl], which was associated
with the high, dissociated Cl� ion concentration in the media, caus-
ing the interference of cellulose with ionic liquid.

Overall, it is clear by the literature examples that enzyme-
mediated cellulose hydrolysis can be sensitive to the presence of
ILs, including [bmim][Cl] employed thoroughly herewith. How-
ever, it is still of question which of the possible inhibition mecha-
nisms (i.e. competitive, uncompetitive, mixed, non-competitive)
stands behind once decreased reaction rates (as a side-effect of
IL) are encountered. Therefore, a throughout kinetic study was
devoted to get new insights on this subject.

The analysis of the progress curves and consecutive use of
Lineweaver-Burk double reciprocal technique (Lineweaver and
Burk, 1934) (V�1 vs. [S]�1, along with various inhibitor concentra-
tions [I], 50–250 mg [bmim][Cl]/L) yielded Fig. 2, which is a clear
identification of the competitive-type inhibition (Marangoni,
2003). Thus, in the light of this diagnosis, the deviation of initial
reaction velocities from those projected by the Michaelis-Menten
model (no inhibition occuring) took place by the mechanism estab-
lished in Eq. (2). When the data in Fig. 2 are subjected for an esti-
mation of the catalytic parameters, it can be observed that Vmax

remains unaffected in accordance with the feature of competitive
inhibition, meanwhile KS is influenced by the inhibitor concentra-
tion ([I]) and the enzyme-inhibitor dissociation constant (Ki) (Eq.
(2)). Since the experimental results suggest competitive inhibition
caused by the [bmim][Cl] ionic liquid, it means that the inhibitor
competes for the substrate-binding site of the enzyme and when

an enzyme-inhibitor complex is formed rather than an enzyme-
substrate one, the enzyme cannot express its catalytic activity.
Overall, it seems to be the case that the cellulase enzymes present
in Cellic� Htec2 suffer from an inhibition in the presence of [bmim]
[Cl], even at low [I]. General strategies to suppress this type of inhi-
bition include the use of higher enzyme as well as substrate load-
ings to increase the probability of enzyme and substrate
interactions rather than that of the enzyme and the inhibitor. In
summary of the kinetic analysis on enzyme inhibition tests
(Fig. 2, Table 2), numerical estimate for Ki was obtained as
0.163 g/L. In general, the increase of [I]/Ki will more notably reduce
the affinity of the enzyme to the substrate, causing the concomi-
tant raise of KS. For instance, once the [bmim][Cl] concentration
in the reaction mixture reaches to Ki, it will double the original
(uninhibited) KS value, in accordance with the mechanistic model
for competitive inhibition in Eq. (2).

3.3. Cellulase enzyme deactivation by [bmim][Cl] ionic liquid

The important work done by Turner et al. (2003) implied that
not only an inhibition, but even deactivation of cellulase may occur
when they are contacted with ionic liquids in the solution. As it
was deduced, enzyme denaturation can be a possible threat and
in such a case, overcoming strategies may be unable to refold, reac-
tivate the cellulase. Deactivation (or in other words, irreversible
inhibition) is one of the major phenomena known to slow the cel-
lulose hydrolysis rate down (Bansal et al., 2009), leading essen-
tially to a process of limited efficiency.

To judge whether the inactivation of cellulase enzymes in Cel-
lic� Htec2 is to be taken into account, tests were undertaken and
the enzyme solution was mixed and incubated with [bmim][Cl]
for various durations, followed by the determination of actual, ini-
tial reaction rates to reveal residual enzyme activity. It can be
drawn from Fig. 3 that the treatment time of enzyme by IL consid-
erably affected the achievable V values, providing a good indication
that contact of the cellulase with undiluted [bmim][Cl] – even
when it happened for short times only e.g. 1 min – was accompa-
nied by the relative loss of enzyme activity. Taking the advantage
of the formula expressed in Eq. (5), kinetic analysis was conducted
to compute the rate constant of deactivation. Since in the bottom
part of Fig. 3 a well-fitting linear relationship can be found, the
first-order kinetics to predict biocatalyst deactivation seems to
be valid (Lencki et al., 1992) and kde1 as 0.132 min�1 could be
determined. A correlation of similar shape between relative cellu-
lase activity and various residence times in 10% [bmim][Cl] was
communicated by Salvador et al. (2010), as well. However, in that
investigation (Salvador et al., 2010), residual enzyme activities
were much closer to the original, since even after 40 min of contact
with IL, reduction was only 13–14%, suggesting that the inhibition
was mostly of reversible nature and ascribed primarily to the
change of thermodynamic water activity under the different condi-
tions. However, it was also shown that increased IL concentrations
are severely disadvantageous from an enzyme activity point of
view (Salvador et al., 2010; Xiao et al., 2012). Significant loss of Cel-
luclast� cellulase enzyme activity was observed by Engel et al.

Table 1
Example for progress curve analysis to deliver the initial reaction rates (V) using the dataset of Fig. 1.

[S] (g/L) Fitted trendline properties V (g glucose/g enzyme-min)
1. Repetition 2. Repetition

Slope (g glucose/g enzyme-s) R2 Slope (g glucose/g enzyme-s) R2

0.5 0.000180 0.98 0.000181 0.91 0.011
2 0.000430 0.19 0.000425 0.95 0.026
5 0.000837 0.99 0.000843 0.99 0.051
25 0.001013 0.99 0.060

Fig. 2. Kinetic evaluation on enzyme inhibition test results obtained during
cellulose hydrolysis with different initial [bmim][Cl] ionic liquid (inhibitor) and
substrate concentrations. Blue diamond: no [bmim][Cl] added; red square: 50 mg/L
[bmim][Cl]; green triangle: 100 mg/L [bmim][Cl]; purple cross: 150 mg/L [bmim]
[Cl]; blue asterisk: 200 mg/L [bmim][Cl]; orange dot: 250 mg/L [bmim][Cl]. (For
interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)
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(2010) too in reaction mixtures comprising of commercialized
ionic liquids (10%), including [bmim][Cl].

Keeping this in mind together with our results, it would appear
that when cellulase enzymes (even for short times) are exposed to
concentrated ILs, deactivation effect may take over. This would
explain why in our experiments the reaction rates have notably
dropped, causing that the enzyme lost approximately 25% of its
activity relatively to its control (a0) even after only 1 min of pre-
incubation with undiluted [bmim][Cl]. This phenomenon can be
interesting when cellulase hydrolysis is performed in situ, referred
as one-pot process design. In this arrangement, the cellulosic raw
material is first pretreated with concentrated ionic liquid to help
the dissolution of the polysaccharide fractions and in that way,
provide better accessibility for the enzymes participating in their
hydrolysis. Thereafter, the hydrolytic enzymes – carried by an
aqueous buffer solution – are loaded to the same vessel containing
the cellulose being dissolved in the IL (Shi et al., 2013). Many ionic
liquids, depending on their structural features, are hydrophilic
(including [bmim][Cl]) and therefore soluble in water to certain
degrees (Huddleston et al., 2001). In these cases, ILs can be more
or less homogenously distributed in the whole reaction medium,
which makes it possible to decrease their concentrations to a suf-
ficiently low threshold level. However, appropriate dilution factor
should be selected since even its low concentrations could exhibit
a hindering impact on the hydrolysis for the particular example of
[bmim][Cl] used in this work, as demonstrated by our results in
Section 3.2. Besides dilution method (Li et al., 2013), the engineer-
ing and application of cellulases with satisfactory robustness to
work under harsh conditions can be proposed (Nordwald et al.,
2014; Raddadi et al., 2013) i.e. via the development of halophilic,
IL-tolerant cellulases (Gunny et al., 2014; Xu et al., 2014; 2016b),
their immobilization (Xu et al., 2016c) which may better withstand
the negative impact of ILs. In other cases, when the IL is basically
immiscible with the water-based solution, a biphasic (separated)

system is formed (Kuroda et al., 2016), and saccharification can
take place on the phase boundary, where the probability of an
enzyme-concentrated IL encounter is higher, representing a threat
on the time-stability of the process. For cellulose saccharification
and subsequent utilization technologies relying on regenerated
cellulose, ionic liquid residues should be removed as much as pos-
sible to avoid inhibition by a washing process (Li et al., 2013;
Ouellet et al., 2011)

4. Conclusions

In this work, the effect of [bmim][Cl] ionic liquid on cellulose
hydrolysis catalyzed by Cellic� Htec2 enzyme solution was stud-
ied. It was found that the enzymatic reaction could be fairly
described by the Michaelis-Menten kinetics when [bmim][Cl] ionic
liquid was absent. However, the presence of this IL in low concen-
trations significantly hindered the process via competitive inhibi-
tion, supported by the kinetic evaluation. Furthermore, it was
demonstrated that contacting the enzyme with highly-
concentrated IL even for short times could induce irreversible inhi-
bition (deactivation), which should be considered as an important
aspect of technology design.
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Abstract: The coronavirus disease 2019 (COVID-19) has caused a large global outbreak. It is accord-
ingly important to develop accurate and rapid diagnostic methods. The polymerase chain reaction
(PCR)-based method including reverse transcription-polymerase chain reaction (RT-PCR) is the
most widely used assay for the detection of SARS-CoV-2 RNA. Along with the RT-PCR method,
digital PCR has emerged as a powerful tool to quantify nucleic acid of the virus with high accuracy
and sensitivity. Non-PCR based techniques such as reverse transcription loop-mediated isothermal
amplification (RT-LAMP) and reverse transcription recombinase polymerase amplification (RT-RPA)
are considered to be rapid and simple nucleic acid detection methods and were reviewed in this
paper. Non-conventional molecular diagnostic methods including next-generation sequencing (NGS),
CRISPR-based assays and nanotechnology are improving the accuracy and sensitivity of COVID-19
diagnosis. In this review, we also focus on standardization of SARS-CoV-2 nucleic acid testing and
the activity of the National Metrology Institutes (NMIs) and highlight resources such as reference
materials (RM) that provide the values of specified properties. Finally, we summarize the useful
resources for convenient COVID-19 molecular diagnostics.

Keywords: SARS-CoV-2; PCR; isothermal amplification; genome sequencing; nucleic acid testing;
reference materials

1. Background

Severe acute respiratory syndrome coronavirus-2 (SARS-CoV-2) is a novel coronavirus
that first appeared in Wuhan, Hubei Province, China in December 2019, connected to a
seafood market [1,2]. Seven coronaviruses have been reported to infect humans; four of
them, human CoV-NL63 [3], HCoV-OC43 [4–6], HCoV-229E [7,8], and HCoV-HKU [9,10],
cause mild and seasonal respiratory tract disease, whereas SARS-CoV [11–15], MERS-
CoV [16–19], and SARS-CoV-2 can cause severe symptoms. In particular, SARS- CoV-2 is
suited to human-to-human transmission and spreads rapidly to other locations, causing
lung injury, multiorgan failure, and death [20,21]. As of this date, the number of confirmed
cases is still increasing, as is the number of deaths [22,23]. Therefore, an understanding of
the SARS-CoV-2 host and pathogen biology is important to offer valuable insights into the
diagnosis and treatment of the disease including the development of new therapies [24,25].
Here, we review the basic biology of SARS-CoV-2 including the origin, pathophysiology,
and diagnosis methods.

1.1. Nomenclature of SARS-CoV-2

Currently, almost a million sequences of the SAR-CoV-2 genome are publicly available
via the Global Initiative on Sharing All Influenza Data (GISAID) and GenBank [26,27].
Based on these genome sequences, the phylogenetic classification of SARS-CoV-2 was
performed and the nomenclature of GISAID, Phylogenetic Assignment of Named Global
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Outbreak LINeages (PANGO lineage), and Nextstrain are widely used in scientific and
clinical communities [26,28,29] The major lineages of each nomenclature are summarized
in Table 1.

Table 1. Nomenclature of SARS-CoV-2.

GISAID Clades PANGO Lineage Nextstrain Clades Notable Variants

S A 19B A.23.1

L B 19A Wuhan-Hu-1

V

G B.1 20A B.1.525, B.1.627

GH B.1 20C B.1.427, B.1.429, B.1.526

B.1.2 20G

B.1.596

B.1.351 20H/501.Y.V2 B.1.351

GR B.1.1.1 20B

P.3 P.3

C 20D

D.2 20F

P.1 20J/501.Y.V3 P.1

GV B.1.177 20E (EU1) B.1.177

GRY B.1.1.7 20I/501.Y.V1 B.1.1.7

GISAID introduced the nomenclature system of SARS-CoV-2 based on marker muta-
tions and named the clade with actual letters of marker mutations [30]. For example, the
clade G has a characteristic mutation in the spike protein gene, D614G. In the nomenclature
of GISAID, the initial strains of SARS-CoV-2 were grouped as S and L clades and the
current strains of SARS-CoV-2 were classified as eight major clades (S, L, V, G, GH, GR, GV,
and GRY) [30,31]. The L clade contains the reference strain WIV-04 and was the dominant
lineage in early 2020. The L clade later diverged into clades V and G, and clade G diverged
into clades GH, GR, GV, and GRY.

The PANGO nomenclature systems focused on the active virus lineage [29]. This
nomenclature is dynamic and the lineages of the PANGO nomenclature are marked as
three statuses: active, unobserved, or inactive. The lineages documented within a month are
marked as active. The lineages documented within three months are marked as unobserved,
and the lineages that were not documented for more than three months are regarded as
inactive. The lineages of PANGO nomenclature are named with a letter and numerical
values. The initial lineages are denoted as lineages A and B. Although clade B includes the
first genome sequenced strain, the phylogenetic analysis suggested that the most recent
common ancestor of SARS-CoV-2 was close to early lineage A [29]. The descendent lineages
from initial lineages were assigned with numerical labels. The descendent lineages can
be designated with the phylogenetic evidence that the descendent emerged from parental
lineages and the descendants showed significant transmission to geographically distinct
populations. The designated descendent lineages can also be parental of new emerging
lineages and these new lineages have been labeled as parental lineages with additional
numerical values. For example, a new emerging lineage from lineage B1 can be labeled as
B1.1. The lineages can have a maximum of three sublevels and newly designated lineages
emerging from a lineage with three sublevels will be labeled with new alphabetical letters.
For example, the parental lineage of lineage C.1 is the lineage B.1.1.1.

The clades of Nextstrain nomenclature were initially named according to year–letter
combinations [32]. Major clades were designated as the clade reached more than 20% of
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global frequency for more than two months. Based on this criteria, the initial clades were
designated as 19A, 19B, 20A, 20B, and 20C. However, due to the global travel restriction, no
more clades were designated according to the criteria. For this reason, Nextstrain updated
their major clade designation criteria with regional frequency (>30%) and recognized
variants of concern. Currently, 12 major clades (19A, 19B, 20A, 20B, 20C, 20D, 20E, 20F, 20G,
20H/501Y.V2, 20I/501Y.V1, 20J/501Y.V3) are designated in the nomenclature of Nextstrain.

1.2. Notable Variants of SARS-CoV-2

The first strain of SARS-CoV-2 was discovered in Wuhan, China and designated as
Wuhan-Hu-1 or WIV-04 [1,33]. The comparison of whole genome sequences showed that
the strain was closest to the SARS-like coronavirus RATG13 found in bats (Rhinolophus affinis)
in China [2]. The overall genomic sequence similarity of RATG13 to SARS-CoV-2 was
96.1%. However, the spike protein gene of RATG13 lacked the furin cleavage site that is
essential for the cell entry of SARS-CoV-2, indicating that RATG13 was not the immediate
ancestor of SARS-CoV-2 [34,35]. After discovery of the first SARS-CoV-2 strains, SARS-
CoV-2 like viruses were found in pangolins and bats [36–38]. The genome sequences of
pangolin-derived CoVs also showed high similarity to those of SARS-CoV-2, but the furin
cleavage site was missing in the spike gene sequences of pangolin-derived CoVs [35,37,38].
A bat-derived CoV, RmYN02, was identified and the genome of the virus showed high
similarity to that of SARS-CoV-2 [36]. Although the sequence similarity of RmYN02 was
slightly lower than those of RATG13 and pangolin-derived CoVs, the furin cleavage site
was inserted, indicating that the addition of the cleavage site can occur naturally [35,36].

The D614G variants had a change in spike gene and replaced the initial strains of SARS-
CoV-2 [39]. The studies on the variant D614G showed that the infectivity of the variant
was increased without increased severity [39–41]. The engineered variants containing the
D614G substitution showed more efficient infection in human cells and animal models
without altering antibody neutralization and pathogenicity [41]. A population genetic
analysis of COVID-19 also showed that the transmissibility of the variant was increased
but there was no sign of increased mortality or clinical severity of the variants [40].

As new variants with increased pathogenicity, reduced neutralization, and/or in-
creased transmissibility emerged, the U.S. Centers for Disease Control and Prevention
(CDC) and Public Health England (PHE) classified some notable variants according to the
attributes of the variants [42,43]. The CDC classified the variants according to the evidence
and significance of the variants into Variant of Interest, Variant of Concern, and Variant
of High Consequences. PHE classified variants as Variant Under Investigation (VUI) and
Variants Of Concern (VOC). When the variants are considered to have concerning charac-
teristics, they are designated as VUI. After a risk assessment of VUI is conducted, they can
be re-designated as VOC. These notable variants are summarized in Table 2.

VOC-20DEC-01, also known as 20I/501Y.V1 or B.1.1.7, was first discovered in the
United Kingdom in December 2020 [42] and is defined by 13 mutations [42]. Recent studies
have estimated that the transmissibility of VOC-20DEC-01 is increased by 43–90% and a
similar transmission increase was observed globally [44]. VOC-20DEC-01 was also detected
in domestic cats and dogs, raising concern over human-to-animal transmission or vice
versa [45]. Previously reported animal infections were asymptomatic to mild symptomatic,
but VOC-20DEC-01 infection in animals showed relatively severe symptoms such as
myocarditis [45]. In February 2021, the variants with a spike gene E484K mutation were
reported and designated as VOC-202102/02 [42]. Another variant with N501Y mutation
is VOC-20DEC-02 (20H/501Y.V2, or B.1.351), which was first discovered in South Africa.
VOC-20DEC-02 is defined by 17 mutations including the E484K mutation, K417N mutation,
and two deletions. The variant also showed increased transmissibility (approximately 50%)
compared to previous variants [44]. The third variant with N501Y is VOC-21JAN-02 (P.1
or 20J/501Y.V3), discovered in Brazil [42,46]. The genome of VOC-21JAN-02 is defined
with 17 non-synonymous mutations, four synonymous mutations, three deletions, and
four insertions [42]. VOC-202101/02 almost fully replaced its parental variant within
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two months, indicating increased transmissibility of VOC-21JAN-02 [47,48]. Molecular
clock analysis showed that the variants emerged in mid-November 2020 at which time
hospitalizations rapidly increased [49].

Table 2. Notable variants of SARS-CoV-2.

PANGO
Lineage

CDC
Designation PHE Designation First Detected Spike Protein Substitutions

B.1.1.7 VOC VOC-20DEC-01,
VOC-21FEB-02 * United Kingdom

69del, 70del, 144del, (E484K), (S494P),
N501Y, A570D, D614G, P681H, T716I,

S982A, D1118H (K1191N)

B.1.351 VOC VOC-20DEC-02 South Africa D80A, D215G, 241del, 242del, 243del,
K417N, E484K, N501Y, D614G, A701V

P.2 VOI VUI-21JAN-01 Brazil E484K, (F565L), D614G, V1176F

P.1 VOC VOC-21JAN-02 Brazil L18F, T20N, P26S, D138Y, R190S, K417T,
E484K, N501Y, D614G, H655Y, T1027I

A.23.1 - VUI-21FEB-01 * Uganda F157L, V367F, (E484K), Q613H, P681R

B.1.525 VOI VUI-21FEB-03 United Kingdom A67V, 69del, 70del, 144del, E484K,
D614G, Q677H, F888L

B.1.1.318 - VUI-21FEB-04 United Kingdom D614G, D796H, E484K, P681H,
T95I, 144del

P.3 - VUI-21MAR-02 Philippines E484K, N501Y, P681H

B.1.617 VOI VUI-21APR-01 India L452R, E484Q, D614G

B.1.617.2 VOI VOC-21APR-02 India T19R, (G142D), 156del, 157del, R158G,
L452R, T478K, D614G, P681R, D950N

B.1.617.3 VOI VUI-21APR-03 India T19R, G142D, L452R, E484Q, D614G,
P681R, D950N

AV.1 - VUI-21MAY-01 United Kingdom D80G, T95I, G142D, 144del, N439K,
E484K, D614G, P681H, I1130V, D1139H

B.1.617.1 VOI - India (T95I), G142D, E154K, L452R, E484Q,
D614G, P681R, Q1071H

B.1.526 VOI - United States (L5F), T95I, D253G, (S477N), (E484K),
D614G, (A701V)

B.1.526.1 VOI - United States D80G, 144del, F157S, L452R, D614G,
(T791I), (T859N), D950H

B.1.427 VOC - United States L452R, D614G

B.1.429 VOC - United States S13I, W152C, L452R, D614G

* with E484K; ( ) detected in some sequences but not all; VOC; Variant of Concern, VOI; Variant of Interest, VUI; Variant under Investigation.

The characteristic mutations (N501Y, E484K, and K417N) of the variants with N501Y
are mutations in binding sites to viral receptor ACE2 and were already a concern prior to
the discovery of these variants [50–53]. The studies on these variants showed that they had
impacts on neutralization by immunity [54–60]. However, recent research showed that the
residual immunity still provided protection, although variants reduced the efficacy of the
vaccine [61].

There were also emerging variants without N501Y, E484K, and/or K417N. The charac-
teristic mutations of A.23.1 are F157L, V367F, Q613H, and P681R [62]. A.23.1 with E484K
was designated as VUI-21FEB-01 in the United Kingdom. These strains were first identified
in Uganda and are spreading. One of the characteristic mutations, Q613H, is regarded as
functionally equivalent to the D614G mutation of ‘G’ clade strains. B.1.427 and B.1.429
were first discovered and designated as Variants of Concern in the United States [43]. The
characteristic mutations of both lineages are L452R and D614G; these variants showed
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increased transmissibility and reduced neutralization by convalescent and post-vaccination
sera [63].

B.1.617 was the emerging lineage in India and also designated as VUI-21APR-01 in
the United Kingdom [42]. B.1.167 has two characteristic mutations of different lineages:
L452R and E484Q [64]. The variants were neutralized with convalescent sera of COVID-19
patients and vaccine of BBV152, although the efficacy was low [64].

2. PCR-Based SARS-CoV-2 Detection
2.1. Reverse Transcription Quantitative PCR (RT-qPCR) Method

Detection of the SARS-CoV-2 viral genome, consisting of single-stranded RNA, is
effectively done by reverse transcription quantitative polymerase chain reaction (RT-qPCR),
which is the gold standard technique widely used in molecular diagnostics [65,66]. There
are several practical considerations when performing diagnostic assays using RT-qPCR.

(1) Sample quality: RT-qPCR tests are presently being used for the identification of
SARS-CoV-2 in clinical specimens such as upper respiratory tract specimens (saliva, oropha-
ryngeal swab-OPS, nasopharyngeal swab-NPS, nasal swabs), lower respiratory specimens
(sputum, bronchoalveolar lavage-BAL, endotracheal aspirate-ET, fibrobronchoscope brush
biopsy-FBB), blood (serum, plasma), urine, feces, rectal/anal swabs, stool, and corneal
secretion [67,68]. To check the sample quality of clinical specimens from different origins,
an RNA isolation procedure is required to obtain purified high-quality RNA from the
samples, which then needs to be analyzed using chip-based capillary electrophoresis (such
as the Agilent Bioanalyzer system), electrophoretic separation on a high-resolution agarose
gel, and spectrophotometry [69].

(2) Reference curve: Data processing can critically affect the analysis of RT-qPCR
results [70]. PCR data processing is based on standard curves or on PCR efficiency as-
sessments [70]. Standard curves are used to assess RT-qPCR efficiency without theoretical
and practical problems [70]. The estimation of RT-qPCR efficiency using standard curves
usually involves the serial dilution of a concentrated stock solution, after which standard
samples are analyzed through RT-qPCR by measuring the quantification cycle (Cq) using
standard procedures [70]. The most widely used Cq value is the threshold cycle (Ct),
the cycle at which the expression of a target gene first exceeds a calculated fluorescence
threshold level [71]. For example, to detect low amounts of SARS-CoV-2 RNA, a series of
diluted RNA templates are used to determine the Ct value, which can provide a standard
curve for evaluating the reaction efficiency [72]. However, the Ct value itself cannot be
directly explained as viral load without a standard curve using reference materials [73].
When interpreting the results of SARS-CoV-2 RT-qPCR, the validity of the standard curve
should be proved using reference materials with accurate viral copy numbers to interpret
Ct values as viral loads [73].

(3) Viral load: The success of virus isolation depends on the viral load [74]. Viral loads
in sputum samples and throat swabs are high when obtained within seven days after initial
symptoms are observed, ranging from 104 to 107 copies per mL. This pattern is broken as
low quantity of virus are obtained from samples taken after day 8 [75]. In general, sputum
samples show higher viral loads than throat swab samples, whereas low viral RNA is
detected in urine or stool samples [75]. The two main factors that influence the quantitative
measurement of viral roads are Cq values that are repeatable with acceptable uncertainty
and a reliable means of converting from the Ct value to viral load [76–78]. For molecular
diagnostic assays, a limit of detection (LoD) and a limit of quantification (LoQ) are also
considered the lowest concentrations of target RNA that can be detected by RT-qPCR [79].

(4) Sampling methods: RT-qPCR tests for SARS-CoV-2 have shown a high variation
of false-negative rates (FNR) and false-positive rates (FPR) [80,81]. Numerous methods
have been developed with the goal of improving the sensitivity, safety, and rapidity of
COVID-19 tests by RT-qPCR. For example, one group tested the efficiency and sensitivity of
SARS-CoV-2 detection of clinical specimens collected directly in nucleic acid stabilization
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and lysis buffer (NSLB), a mixture of lysis buffer and RNA preservative, instead of a viral
transport medium (VTM), thus inactivating the virus immediately after sampling [82].

(5) Sample source: To improve the expandability of SARS-CoV-2 testing, several
sampling approaches have been developed including nasal, pooled nasal, and throat
(oropharyngeal) swabs as well as saliva. Different clinical sampling methods affect the
diagnostic performance of SARS-CoV-2 infection tests by RT-qPCR including sensitivity
and specificity, and thus should be carefully considered [83–86]. The combined swab is
largely recommended as a more appropriate specimen for diagnosis by RT-qPCR [87–89].

(6) Sensitivity: The conserved regions, ORF 1ab (RNA-dependent RNA polymerase,
RdRp), envelope (E), and nucleocapsid (N) genes of SARS-CoV-2, are usually selected as
the standard target genes for primer and probe design [90,91]. However, initial reports of
SARS-CoV-2 and other coronavirus sequences gave rise to an incorrect degenerate base that
did not align with the SARS-CoV-2 RNA sequence found, and there were reports regarding
the decreased sensitivity of using RdRp as a target gene for RT-qPCR assays [90,92]. As
the pandemic continues, many laboratories around the world rely on routine diagnostic
primers and probes. Thus, proper assays can increase the sensitivity of SARS-CoV-2
detection and help prevent the further spread of the virus [92–95].

(7) Pooling technologies: The pooling of multiple swab samples before RNA isolation
and RT-qPCR analysis has been proposed as a promising solution to reduce costs and
time as well as elevate the throughput of SARS-CoV-2 tests for large-scale testing as in
the case of schools [96–99]. For example, batch testing of over 100,000 hospital-collected
nasopharyngeal swab samples from patients alleviated three quarters of testing reactions
with a minor reduction in sensitivity, indicating the effectiveness of the pooling approach
in the field [100,101]. Current studies suggest that the pooling of individual samples before
testing should be considered to increase the reliability of SARS-CoV-2 testing throughput.

Once all practical considerations have been evaluated, there are two ways that RT-
qPCR can be performed. The two-step RT-qPCR method is required to convert RNA into
complementary DNA (cDNA) [102]. On the other hand, the one-step RT-qPCR method
combines reverse transcription and PCR in a single tube and uses reverse transcriptase
as well as a DNA polymerase [103]. The schematic procedure of RT-qPCR is shown
in Figure 1A.

Figure 1. Overview of nucleic acid testing for SARS-CoV-2. The schematic procedure of RT-qPCR (A), and dPCR (B).
Current isothermal amplification methods (C), CRISPR detection systems (D), and nanoparticles (E) are also shown.
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A critical need for rapid and accurate diagnostic methods has emerged in the clinic
and public health organizations. Several PCR-based assays have been developed and
are currently being used in clinical, research, and public health laboratories [104–106].
However, it is not clear which PCR condition they should adopt or whether the data are
comparable. In response to the growing need and the lack of publicly available information,
several research groups have optimized real-time PCR-based primer sets, protocols, and
PCR conditions [107,108].

Independent evaluations of the designed primer–probe sets used in SARS-CoV-2
RT–qPCR detection assays are necessary to compare and select appropriate assays [90,109].
Additionally, several studies have utilized serum and stool specimens for the RT-qPCR-
based detection method [110–113].

2.2. Reverse Transcription Digital PCR (RT-dPCR) Method

In recent years, we have seen the advance of digital PCR (dPCR) as a complementary
approach for measuring nucleic acids, a technique that is highly accurate and reproducible
when targeting the viral genes of SARS-CoV-2 [114–117]. The advantages of digital PCR
compared to quantitative PCR include quantification without the need for calibration
curves, higher accuracy, and sensitivity that may arise from sub-optimal amplification
efficacy because dPCR can detect low amounts of nucleic acid [118,119]. The schematic
procedure of dPCR is shown in Figure 1B.

Reverse transcriptase quantitative PCR (RT-qPCR) and digital PCR (dPCR) have been
widely used for quantitative analyses of clinical samples. Recently, many groups have
developed a reverse transcription droplet digital PCR (RT-ddPCR) assay for sensitive
detection of the SARS-CoV-2 virus [120–123]. Optimization of the primer. and probe
assays is necessary to remove false negatives or positives for clinical diagnosis of viral
infection [72,124]. Multiple molecular diagnostic kits have been developed and validated
for use nationwide [125]. However, the analytical sensitivity and the relative sensitivity of
different kits to detect low copy number of SARS-CoV-2 viral RNA are variable [126,127].

3. Isothermal Nucleic Acid Amplification Methods

Although the RT-qPCR method is considered the ‘gold standard’ for SARS-CoV-2 de-
tection [128], its limitations have stimulated the development of simple, rapid yet sensitive
nucleic acid detection methods [129]. As a result, isothermal nucleic acid amplification
has emerged as an alternative detection method for SARS-CoV-2 viral RNA from clinical
samples [130]. In general, isothermal amplification techniques increase the analytical signal
by increasing the target nucleic acid concentration through enzymatic activities at a fixed
temperature, and simultaneously detecting the signal with colorimetric or fluorescence
indicators [131]. Changes in color, fluorescence level, or turbidity indicate the presence
of SARS-CoV-2 RNA or DNA [131]. Therefore, unlike RT-qPCR, isothermal amplification
methods do not require thermal cycling instruments or specialized technicians for disease
diagnosis [132]. Current isothermal nucleic acid amplification methods used for SARS-
CoV-2 detection include, but are not limited to, loop-mediated isothermal amplification
(LAMP), recombinase polymerase amplification (RPA), nucleic acid sequence-based ampli-
fication (NASBA), strand-displacement amplification (SDA), and rolling circle amplification
(RCA) [133–137] (Figure 1C). Herein, we describe the general procedures and components
of isothermal amplification methods commonly used for diagnosis of SARS-CoV-2.

3.1. Loop-Mediated Isothermal Amplification (LAMP)

The loop-mediated isothermal amplification method, coupled with reverse transcrip-
tion (RT-LAMP), is the most widely used isothermal amplification technique for SARS-CoV-
2 nucleic acid detection. First described by Notomi et al. [138], this method uses strand
displacement activity of DNA polymerase and a set of inner and outer primers (four or
six specific primer sequences) to amplify the target nucleic acids. LAMP is carried out
at a single temperature between 60 and 65 ◦C, and generates up to 109 copies of DNA in
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less than an hour [133,137,139]. The LAMP procedure is initiated by hybridization of the
forward inner primer (FIP) toward the target DNA template, which synthesizes the com-
plementary strand. Then, the outer primer hybridizes to the target DNA, which initiates
DNA synthesis by strand displacement. Subsequently, a FIP-hybridized complementary
strand is released and forms a loop structure at one end of the sequence. The correspond-
ing sequence becomes the template for the backward inner primer (BIP), which initiates
another DNA synthesis by strand displacement, and then produces a ‘dumb-bell’ like DNA
structure. Self-primed DNA synthesis of the corresponding sequence then converts the
‘dumb-bell’ like structure into a ‘stem-loop’ like DNA structure. Corresponding stem-loop
DNA then becomes the template for LAMP cycling, and the target DNA sequence expo-
nentially amplifies until the reaction is completed [138]. Amplified products are detected
by changes of color as the accumulation of DNA changes, pH levels, or by changes in
turbidity as magnesium pyrophosphate level increases [140–142]. Amplified products are
also detected by Calcein fluorescent dye or fluorescent intercalating dye [129,139]. The
schematic procedure of RT-LAMP is shown as Figure 2.

Figure 2. Schematic procedure of reverse transcription loop-mediated isothermal amplification (RT-LAMP) and reverse
transcription recombinase polymerase amplification (RT-RPA). FIP = Forward Inner Primer, FOP = Forward Outer Primer,
BIP = Backward Inner Primer, BOP = Backward Outer Primer.

Researchers have made efforts to optimize RT-LAMP for the development of rapid
and sensitive detection of SARS-CoV-2. Several studies have evaluated the experimental pa-
rameters for RT-LAMP such as incubation temperature, incubation time, LoD, target genes,
and primer sequences [143–145]. Aside from optimizing the experimental parameters,
researchers have developed modified RT-LAMP procedures including methods without
prior RNA extraction steps and high-throughput colorimetric assay methods using a 96-
well plate format [146,147]. Modified RT-LAMP procedures also include methods coupled
with Clustered Regularly Interspaced Short Palindromic Repeats (CRISPR) technology, a
nanoparticle-based biosensor, and artificial intelligence [148–151].

3.2. Recombinase Polymerase Amplification (RPA)

Recombinase polymerase amplification is another isothermal amplification method
that is widely used for SARS-CoV-2 detection. First described by Piepenburg et al. [152],



Int. J. Mol. Sci. 2021, 22, 6150 9 of 25

RPA uses a complex of recombinase and two target specific primers (forward and reverse
primers) to amplify the target nucleic acids [152]. Once the target nucleic acids are identified,
recombinase-primer complex unwinds the target DNA and allows forward and reverse
primers to hybridize [153]. The displaced DNA strand is amplified in the presence of DNA
polymerase as primers elongate, and the template DNA is exponentially amplified until
the reaction is completed [153]. RPA reaction is carried out at a single temperature between
37 and 42 ◦C, and the reaction is completed when ATPs are depleted, typically in less
than an hour [154]. Amplified products are detected by gel electrophoresis, antigenic tags
on primers and tag-specific antibodies, or fluorescent signals produced by a conjugated
fluorophore and quencher on primers [152–154]. The schematic procedure of reverse
transcription RPA (RT-RPA) is shown as Figure 2.

For SARS-CoV-2 detection, researchers have optimized RPA procedures by testing
various experimental parameters that can now detect less than five viral copies from patient
samples within 45 min from the sample collection [134]. RPA methods have also been
optimized for SARS-CoV-2 detection by coupling RPA-based amplification with various
CRISPR-based detection methods [155–157].

3.3. Other Isothermal Nuleic Acid Amplification Methods

Other than LAMP and RPA, isothermal amplification methods such as NASBA, SDA,
and RCA have been used for the detection of SARS-CoV-2 [136,137,158]. Although we
will not describe each technique in detail here, Table 3 presents the general features and
components of each isothermal amplification method.

Table 3. General features of the isothermal amplification techniques for SARS-CoV-2 detection.

Method Components Temperature Time Detection
Method Advantages * Disadvantages *

Loop-mediated
isothermal

amplification
(LAMP)

DNA polymerase,
forward inner

primer, backward
inner primer,

forward outer
primer, backward

outer primer

60–65 ◦C >1 h

Colorimetric,
turbimetric,
fluorescence

probe,
intercalating

dye

High specificity.
Less sensitive
to inhibitors in

biological
samples

False positive in
negative control

Recombinase
polymerase

amplification
(RPA)

Recombinase,
single stranded
binding protein,

DNA polymerase,
forward primer,
reverse primer

37–42 ◦C >1 h
Fluorescence,
antigenic-tag

(antibody)

Performed in
the presence of
PCR inhibitors.

Fast and
sensitive

Inhibited by
detergents (SDS

and CTAB).
Non-specific/high
background signal

Nucleic acid
sequence-based

amplification
(NASBA)

RNase H, reverse
transcriptase, T7
DNA-dependent
RNA polymerase,
forward primer

with T7 promoter
sequence, reverse

primer

41 ◦C >2 h Fluorescence
More sensitive
and less time-

consuming

Non-specific
reactions/false

positives

Strand-
displacement
amplification

(SDA)

DNA polymerase,
restriction

endonuclease,
primers, dCTP,

dTTP, dGTP,
dATPα

37–49 ◦C >2 h Fluorescence

High specificity.
Detection of
large RNA
molecules

Non-specific
reaction/high

background signal

Rolling circle
amplification

(RCA)

DNA ligase, DNA
polymerase, primer,

padlock probe
30–37 ◦C >1.5 h Fluorescence High specificity False negatives and

false positives

* Advantages and disadvantages in comparison with RT-qPCR methods.



Int. J. Mol. Sci. 2021, 22, 6150 10 of 25

4. Non-Conventional Methods
4.1. Genome Sequencing

Unprecedentedly massive genome sequencing has been undertaken with SARS-CoV-2
strains. The total number of sequenced genomes is approximately a million at present [30].
As the number of genomes increases rapidly, the World Health Organization (WHO)
has provided guidelines for the genome sequencing of SARS-CoV-2 [159]. According to
this guideline, the genome sequencing of SARS-CoV-2 can be used for understanding
the emergence of SARS-CoV-2, understanding the biology of SARS-CoV-2, improving
diagnostics and therapeutics, investigating virus transmission and spread, and inferring
epidemiological parameters [159]. Based on the accumulative genome sequences of SARS-
CoV-2, the emergence of the variants of concern [43,44,48,49,57,62], the origin of SARS-
CoV-2 [2,31], and the mutation frequency of RT-qPCR primer/probe sites [30] can be
known to humanity. Currently, various whole genome sequencing methods of the virus
are being developed [160–166]. The sequencing methods of viruses can be categorized into
the metagenomics approach and target enrichment based methods. In the metagenomics
approach, the viral genome can be extracted from clinical samples and the extracted nucleic
acid are sequenced. This can also be done with cultured viruses. These approaches have a
clear advantage over target enrichment based methods. The metagenomics approach can
be used even if there is no information of the pathogen or there are novel pathogens that
were not previously known. However, a high proportion of host cell genetic materials can
be found, which should be removed or reduced for sequencing. The removal or depletion
methods of the host genetic materials vary by the type of sample or the virus [167–174].
Due to the nature of the metagenomics approaches, the clinical samples should ideally have
a high titer of the pathogens. The metagenomics approach also can be done with cultured
pathogens. However, the isolation and culturing of the pathogen are very time-consuming
and labor-intensive work. In some cases, the isolation and culturing of some pathogens
are not possible or are very difficult [175,176]. Alternatively, target enrichment methods
can be used for the genome sequencing. The genetic materials of specific pathogens can
be enriched through hybrid capture probes [177,178]. The sequences of the probes are
complementary to the genome sequences of specific pathogens and these target enrichments
effectively remove not-target sequences and increase the proportion of the target sequences.
One of the advantages of hybrid capture approaches is the tolerance of sequence mismatch,
allowing the capture of divergent variants. However, the hybrid capture approaches are
relatively more expensive and complicated than other approaches. Another group of target
specific enrichment approaches is the amplicon based approaches. The amplicon-based
approaches are mainly dependent on PCR reactions. The PCR reaction can selectively
enrich the genome of the target pathogens in the presence of non-target nucleic acids just
like host genetic materials. Due to the nature of PCR, the amplicon based approaches
are relatively more inexpensive, sensitive, and specific than other approaches. The WHO
guidelines suggest that the complete genome sequencing can be done from the sample with
Ct values of up to 30 and the partial genome sequencing can be done from the sample with
Ct values of 30–35, although the Ct value can vary with various factors [159]. Currently, the
most widely used primer panels for SARS-CoV-2 are ARTIC network amplicon sets [179].
At least three commercially available SARS-CoV-2 primer panels (CleanPlex SARS-CoV-2
Panel; Paragon genomics, QIAseq SARS-CoV-2 Primer Panel; Qiagen, and NEBNext ARTIC
SARS-CoV-2 Library Prep Kit; NEB) are based on ARTIC network amplicon sets. However,
there are also limitations. The design of primers requires prior knowledge of full sequence
information of the genome. In addition, the primer intolerance to the sequence mismatch
hinders the genome sequencing of the variants. The amplicon appears that the amplicon
based approaches can be applied only to previously well-known pathogens. Alternatively,
the genomic materials can be amplified sequence-independently [163,180,181]. Single
primer isothermal amplification (SPIA) can amplify the genomic materials in a sequence-
independent manner. As SPIA can amplify the genomic materials, prior knowledge of
the pathogens is not required for a target enrichment approach. However, removing
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non-target genomic materials is mandatory for sequencing based SPIA as SPIA can also
amplify non-target genomic material. Due to these characteristics, a high proportion of
target genomic materials in the samples is crucial for successful SPIA based sequencing.
SPIA based sequencing with low viral input showed very low coverage compared to other
methods [180].

For the genome sequencing of pathogens, various sequencing technology can be used.
While the conventional Sanger sequencing can still be used for viral genome sequenc-
ing [182], most SARS-CoV-2 genome sequencing is done with NGS sequencing technology.
Currently, the most widely used NGS sequencing technology is the sequencing platforms
of Illumina. Although the sequence length of individual reads is relatively short (paired-
end 150 bp), the throughput and the accuracy of the individual reads are outstanding.
Ion Torrent is another short reads sequencing platform technology, where the length of
individual reads is 400 bp or 600 bp. The running time of the Ion Torrent sequencer is
shorter than that of the Illumina sequencer. Long read alternatives are also available. The
lengths of individual reads from PacBio and Oxford Nanopore Technology sequencers are
tens of kilo base pairs or more. The individual reads from these long read sequences can
cover most of the viral genome. However, the throughput of the long read sequencers
is relatively lower than that of short read sequencers such as Illumina sequencing plat-
forms. Furthermore, the accuracy of the individual reads is relatively lower than that of
Illumina sequencing platforms. The sequencing platforms of Oxford Nanopore Technology
maximize the benefits and drawbacks of the long read sequencer. The maximum length
of the individual read is recorded up to a megabase scale [183]. However, due to the
relative low accuracy of the individual reads, the WHO guidelines do not recommend these
for SARS-CoV-2 genome sequencing unless the sequencing is replicated [159,184]. The
coverage and depth of viral genome sequencing can be varied by the number of samples
in single runs. Generally, most multiplex sequencing library kits for NGS support up
to 384 samples per single runs. However, the production scale sequencers of Illumina
(Hiseq, NextSeq, and NovaSeq) generate massive reads for small genome of viruses even
with multiplex libraries. Though short individual reads require relatively more depth for
high coverage, massive generation of sequence reads and low sequencing error rates of
individual reads can compensate for short individual read length. Due to the massive
sequence reads generation of the Illumina sequencer, the metagenomics approach of viral
genome sequencing is practically available to only Illumina sequencer or similar platforms.
Even if most of the sequence reads are non-target sequence reads (host genetic materials,
contamination, etc.), a high quality genome assembly of the virus can be produced from
the small remaining fraction of the target sequences. The long read sequencers such as
sequencers by Pacbio and Oxford Nanopore Technology can generate very long individual
reads that can cover most of the viral genome. However, due to the relatively low yield
of total sequence reads and low accuracy of individual reads, the long read sequencers
are not adequate for the metagenomics approach of viral genome sequencing. Instead, the
long sequencers are more suitable for the amplicon-based approach. The target specific
amplification can overcome the drawbacks of long read sequencers such as the low yield
of total sequence reads and improving the accuracy of individual reads. Moreover, long
sequencers can use long amplicons unlike short read sequencers. The schematic procedure
of genome sequencing is shown in Figure 3.
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Figure 3. Schematic procedure of genome sequencing.

4.2. CRISPR Based COVID-19 Detection

The clustered regularly interspaced short palindromic repeats (CRISPR)-Cas technique
has been repurposed for diagnostics and is one of the widely used nucleic acid detection
methods [185,186]. Many types of Cas proteins have been developed to create highly
accurate and sensitive diagnostic methods [187]. Cas9 has been widely used for genome
editing while DNA-targeting Cas12 (also known as Cpf1 or C2c1) effectors and RNA-
targeting Cas 13a are more suitable for disease diagnosis [188].

Compared to conventional diagnostic methods such as RT-qPCR, CRISPR-based
approaches can quickly provide rapid, visual, highly sensitive, and specific detection due
to the collateral cleavage of a reporter dye in the presence of a target [189].

Numerous CRISPR-Cas detection systems have been developed. For example, tech-
niques of a CRISPR–Cas12-based assay have been developed for the detection of SARS-
CoV-2 from patient sample RNA, called SARS-CoV-2 DNA Endonuclease-Targeted CRISPR
Trans Reporter (DETECTR) [190]. This assay includes simultaneous reverse transcription
and isothermal amplification using loop-mediated amplification (RT–LAMP) [191]. An
RNA targeting Cas13a dependent platform [156], the SHERLOCK (Specific High Sensitivity
Enzymatic Reporter UnLOCKing) technique, offers a simplified test and has a limit of
detection of 100 copies of the viral genome [192,193].

Recently, a lyophilized CRISPR-Cas12 assay for SARS-CoV-2 detection (Lyo-CRISPR
SARS-CoV-2 kit) has been developed based on reverse transcription (RT), isothermal
amplification, and CRISPR-Cas12 reaction [194]. The schematic procedure of CRISPR
detection systems is shown in Figure 1D.

4.3. Nanotechnology Based Methods

Nanotechnology has already proven its value through its diagnostic, vaccine, and
therapeutic applications that have expanded into clinical applications [195]. Scientists
have shown that nucleic acid detection using nanomaterials for viral infectious diseases
now have various advantages in the diagnostic field [196]. Moreover, nanomaterials are
powerful tools for the diagnosis, prevention, and treatment of COVID-19 [197].
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Magnetic nanoparticles have been used in RT-qPCR diagnosis for the extraction of
viral RNA from SARS-CoV-2. This method merges the lysis and binding steps, and the poly
(amino ester) with carboxyl groups (PC)-coated magnetic nanoparticles (pcMNPs)-RNA
complexes can be directly introduced into RT-qPCR reactions [198]. In addition, a test
has been developed to diagnose SARS-CoV-2 that can rapidly detect the virus. The test
is performed using gold nanoparticles to detect specific proteins such as nucleocapsid
phosphoprotein. In the presence of gold nanoparticles, the test is positive upon the color of
the liquid reagent changing from purple to blue [199]. Nanoparticles that can be applied in
the RT-qPCR diagnosis are shown in Figure 1E.

5. Resources and Standardization for SARS-CoV-2 Nucleic Acid Testing
5.1. International Activity for Standardization

The Consultative Committee on the Quantity of Material (CCQM) is responsible
for developing and documenting the equivalence of national standards such as certified
reference materials (CRMs)/reference materials (RMs) and reference methods for biological
and chemical measurements [200]. It advises the International Committee for Weights
and Measures (Comité international des poids et mesures, CIPM) on matters related
to biological and chemical measurements including advice on the International Bureau
of Weights and Measures’ (Bureau international des poids et mesures, BIPM) scientific
program activities [200]. One of the responsibilities of the CCQM is to contribute to
the development of a worldwide admitted system of national measurement standards,
reference methods, and facilities for biological and chemical measurements [201]. Several
National Metrology Institutes (NMIs) and expert laboratories from many countries have
performed highly sensitive and accurate measurements of the amount of the SARS-CoV-2
viral RNA tested using reverse transcription-digital PCR (RT-dPCR) [202]. The capability
to accurately measure the amount of COVID-19 causing viral nucleic acid with equivalence
globally will remarkably improve diagnostic testing confidence and support countries in
effectually tackling the pandemic situation [202]. Moreover, the biological, chemical, and
physical measurement ability of NMIs are enabling industry and laboratories to effectively
and quickly face the COVID-19 challenge [203].

NMIs support quality assurance by developing and providing CRM/RM for COVID-
19 and ensures equivalent pathology testing, while minimizing false negative and positive
test outcomes.

Non-NMIs including both public and private sectors have developed standards and
reference materials for SARS-CoV-2 RNA. The National Institute for Biological Standards
and Control (NIBSC) distributed the 1st WHO International Standards for SARS-CoV-2
RNA in 2020, which is used for the standardization of nucleic acid amplification technique
(NAT)-based diagnostic assays. The U.S. Food and Drug Administration developed the
SARS-CoV-2 Reference Panel in 2020 to precisely compare the performance of NAT-based
assays for SARS-CoV-2 detection. Non-profit organizations such as American Type Culture
Collection (ATCC) and private industries such as LGC SeraCare have also developed and
distributed reference materials for NAT-based SARS-CoV-2 diagnosis.

5.2. Reference Materials

A RM can be defined as a “material, sufficiently homogeneous and stable with respect
to one or more specified properties, which has been established to be fit for its intended
use in a measurement process” [204]. According to the general requirements for the
competence of reference material producers (ISO 17034:2016), a CRM is defined as a
“reference material characterized by a metrologically valid procedure for one or more
specified properties, accompanied by a reference material certificate that provides the
value of the specified property, its associated uncertainty, and a statement of metrological
traceability” [204]. Generally, major producers of RMs are NMIs [205]. However, RMs
of SARS-CoV-2 are produced by not only NMIs, but also by commercial institutes and
culture collections. The first RM of SARS-CoV-2 was produced by the National Institute of
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Metrology of China (NIMC). The RM was synthetic RNA based on the genome sequence
of Wuhan-Hu-1, the first identified SARS-CoV-2 strain. The RM of NIMC was quantified
with the ddPCR method and contained N, E, and partial genes of RdRp genes that can
cover the WHO announced in-house assay for SARS-CoV-2 [91]. Other NMIs such as
the Joint Research Center in Europe (JRC), Korea Research Institute of Standards and
Science (KRISS), National Measurement Institute of Australia (NMIA), National Institute of
Standards and Technology (NIST), and The National Metrology Institute of Turkey (UME)
have also produced RMs for SARS-CoV-2 nucleic acid testing. NIBSC also produced a
RM for SARS-CoV-2 nucleic acid testing and it has been used as WHO reference materials.
Type culture collection also produced RMs. ATCC and BEI resources produced RMs
with inactivated SARS-CoV-2 strain (USA-WA1/2020). Not only public institutes but
also commercial institutes have produced RMs. Seracare, which is a subsidiary of LGC,
produced RMs in the early phase of the pandemic. The RMs were SARS-CoV-2 RNA
covered with viral proteins, which can be used for the WHO announced in-house assays.
Twist Bioscience produced RMs with various SARS-CoV-2 strains including emerging
variants such B.1.1.7, B.1.351, and P.1.

The majority of these RMs were quantitated with dPCR. The comparison of qPCR
and dPCR methods showed that dPCR can quantitate specific genes regardless of primer
sequences [72], indicating that the dPCR assay is a suitable method for the measure-
ment of RMs. The reference materials of SARS-CoV-2 nucleic acid testing are listed
in Tables 4 and S1.

Table 4. Reference materials and resources for SARS-CoV-2 nucleic acid testing.

Institute Type Numbers

ATCC heat-inactivated 3

Synthetic RNA 5

Bio-Rad Synthetic RNA 1

JRC Synthetic RNA 1

KRISS Synthetic RNA 1

Virus Like Particle 1

NIBSC Heat-inactivated 1

NMIA Inactivated 1

NIMC Synthetic RNA 1

NIST Synthetic RNA 1

Randox Qnostics Heat-inactivated 3

Seracare Virus Like Particle 4

Thermo Scientific Inactivated 1

Genomic RNA 1

Synthetic RNA 2

Twist Bioscience Synthetic RNA 20

UME Synthetic RNA 2

ZeptoMetrix Chemical-inactivated 1
ATCC; American Type Culture Collection, JRC; Joint Research Center, KRISS; Korea Research Institute of Standards
and Science, NIBSC; National Institute for Biological Standards and Control, NMIA; National Measurement
Institute Australia, NIMC; National Institute of Metrology of China, NIST; National Institute of Standards and
Technology, UME; The National Metrology Institute of Turkey.

5.3. Other Resources

The genomic sequences of SARS-CoV-2 are mainly deposited in GISAID databases
and are also available at the NCBI GenBank [27,30]. The metadata of strains such as
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collection date, patient age, gender, sequencing methods, etc. are also available in GISAID.
There are also other specialized databases. Virus Pathogen Resources (ViPR) provides
detailed genome sequence information and analysis tools [206]. Nextstrain provides
real-time tracking evolution and spreading of SARS-CoV-2 [28]. Nextstrain visualizes
tracking of SARS-CoV-2 lineages by integrating geographic information and sequence
information. CoV-GLUE is a mutation dedicated database for SARS-CoV-2 [207]. CoV-
GLUE summarizes the mutations of amino acid replacements, insertions, and deletion.

Although more than a million SARS-CoV-2 genome sequences are publicly available,
live SARS-CoV-2 sources are relatively limited. As SARS-CoV-2 is regarded as risk group 3
and handling of live SARS-CoV-2 requires biosafety level 3 laboratories, only a few culture
collections distribute SARS-CoV-2 strains. BEI resources have been established by the
National Institute of Allergy and Infectious Diseases (NIAID) and provide live SARS-CoV-
2 strains and derivatives of SARS-CoV-2. The National Culture Collection for Pathogens
of Korea (NCCP) also provides live viruses and derivatives from SARS-CoV-2 isolated
in Korea. European Virus-Archive Global (EVAg) is a network between 25 laboratories
including 16 EU member state institutions and nine non-EU institutions. It also provides
isolated strains and derivatives from the EU and related countries. Training courses such
as SARS-CoV-2 diagnostic training are also available at EVAg.

6. Conclusions

Currently, representative diagnostic methods of SARS-CoV-2 are RT-qPCR assays.
Most countries use the RT-qPCR assay as a primary method for diagnostics. Though
alternative methods are available, their sensitivity, specificity, or costs are not comparable
to RT-qPCR assays. However, RT-qPCR assays require relatively expensive instruments
and highly trained personnel. These requirements restrict the expansion of diagnostics
capacity in some countries. To overcome these drawbacks, future diagnostics methods
should be inexpensive and simple, which can be used for point-of-care testing. For example,
if inexpensive whole viral genome sequencing methods are developed in the future, they
will be capable of replacing RT-qPCR assays as a standard disease diagnostic test. The
whole genome sequencing of the virus can provide more information including variant
information of the viruses. The reference materials for the diagnostics are also important to
assess newly developed diagnostic methods.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/ijms22116150/s1, Table S1: Extended table of Reference materials and resources for SARS-CoV-
2 nucleic acid testing.
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Abbreviations

COVID-19 Coronavirus disease 2019
PCR polymerase chain reaction
RT-PCR Reverse transcription PCR
RT-qPCR Reverse transcription quantitative PCR
RT-dPCR Reverse transcription digital PCR
RT-ddPCR Reverse transcription droplet digital PCR
RT-LAMP Reverse transcription loop-mediated isothermal amplification
RT-RPA Reverse transcription recombinase polymerase amplification
NGS Next-generation sequencing
NMI National Metrology Institutes
RM Reference materials
SARS-CoV-2 Severe acute respiratory syndrome coronavirus-2
GISAID Global Initiative on Sharing All Influenza Data
PANGO lineage Phylogenetic Assignment of Named Global Outbreak LINeages
CDC US Centers for Disease Control and Prevention
PHE Public Health England
VUI Variant Under Investigation
VOC Variants Of Concern
BAL Bronchoalveolar lavage
ET Endotracheal aspirate
FBB Fibrobronchoscope brush biopsy
Cq Quantification cycle
Ct Threshold cycle
LoD Limit of detection
LoQ Limit of quantification
FNR False-negative rates
FPR False-positive rates
NSLB Nucleic acid stabilization and lysis buffer
VTM Viral transport medium
RdRp RNA-dependent RNA polymerase
E Envelope
N Nucleocapsid
cDNA Complementary DNA
LAMP Loop-mediated isothermal amplification
RPA Recombinase polymerase amplification
NASBA Nucleic acid sequence-based amplification
SDA Strand-displacement amplification
RCA Rolling circle amplification
FIP Forward inner primer
BIP Backward inner primer
CRISPR Clustered Regularly Interspaced Short Palindromic Repeats
WHO World Health Organization
SPIA Single primer isothermal amplification
DETECTR DNA Endonuclease-Targeted CRISPR Trans Reporter
SHERLOCK Specific High Sensitivity Enzymatic Reporter UnLOCKing
RT Reverse transcription
CCQM Consultative Committee on the Quantity of Material
CRMs Certified reference materials
CIPM Comité international des poids et mesures
BIPM Bureau international des poids et mesures
NMI National Metrology Institutes
NIBSC National Institute for Biological Standards and Control
NAT Nucleic acid amplification technique
ATCC American Type Culture Collection
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NIMC National Institute of Metrology of China
JRC Joint Research Centre in Europe
KRISS Korea Research Institute of Standards and Science
NMIA National Measurement Institute of Australia
NIST National Institute of Standards and Technology
UME The National Metrology Institute of Turkey
ViPR Virus Pathogen Resources
NIAID National Institute of Allergy and Infectious Diseases
NCCP National Culture Collection for Pathogens of Korea
EVAg European Virus-Archive Global
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ABSTRACT 

Purpose: In the early 1920s, Warburg published experimental data on the 

enhanced conversion of glucose to pyruvate (followed by lactate formation) 

even in the presence of abundant oxygen (aerobic glycolysis, Warburg effect). 

He attributed this metabolic trait to a respiratory injury and considered this a 

universal metabolic alteration in carcinogenesis. This interpretation of the data 

was questioned since the early 1950s.  Realistic causative mechanisms and 

consequences of the Warburg effect were described only during the past 15 

years and are summarized in this article.  

Conclusions: There is clear evidence that mitochondria are not defective in 

most cancers. Aerobic glycolysis, a key metabolic feature of the Warburg 

phenotype, is caused by active metabolic reprogramming required to support 

sustained cancer cell proliferation and malignant progression. This metabolic 

switch is directed by altered growth factor signaling, hypoxic or normoxic 

activation of HIF-1α- transcription, oncogene activation or loss-of-function of 

suppressor genes, and is implemented in the hostile tumor microenvironment. 

The “selfish” reprogramming  includes (a) overexpression of glucose 

transporters and of key glycolytic enzymes, and an accelerated glycolytic flux 

with subsequent accumulation and diversion of glycolytic intermediates for 

cancer biomass synthesis, (b) high-speed ATP production that meets the energy 

demand, and (c) accumulation of lactate which drives tumor progression and 

largely contributes to tumor acidosis, which in turn synergistically favors tumor 

progression and resistance to certain antitumor therapies, and compromises anti-

tumor immunity. In all, the Warburg effect is the central contributor to the 

cancer progression machinery. 

KEYWORDS Aerobic glycolysis, Warburg effect, glycolytic phenotype, 

metabolic reprogramming, cancer metabolism, cancer progression    
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Introduction 

It has been known for 95 years that cancer cells metabolize glucose differently 

than differentiated cells. In the early 1920s, investigating tumor tissue slices, 

Otto H. Warburg made the seminal observation that cancer cells predominantly 

convert glucose to lactate even under conditions of adequate oxygen (O2) 

supply, i.e., without exposure to hypoxic conditions (Warburg 1923, Warburg et 

al., 1924). He attributed this metabolic trait (“aerobic glycolysis”, later referred 

to as “Warburg effect” by E. Racker, 1976) to a mitochondrial “respiratory 

injury” (mitochondrial dysfunction, mitochondrial defect; Warburg, 1956a) and 

considered “aerobic glycolysis” as the universal, key metabolic alteration in 

malignant transformation (“origin of cancer cells”, Warburg 1956b).  

    Warburg’s interpretation of his pioneering experimental data (“Warburg 

hypothesis”) was originally questioned by Chance & Castor (1952), Chance 

(1953) and Chance & Hess (1956, 1959), showing that intact and functional 

cytochromes detected in most tumor cells clearly speak against a general 

mitochondrial dysfunction. In addition, Weinhouse (1956, 1976), Aisenberg 

(1961), Vaupel (1974, 1977), Shapot (1976), Shapot & Vaupel (1976),                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                             

Zu & Guppy (2004), Kim & Dang (2006), Moreno-Sanchez et al. (2007), 

Christofk et al. (2008), Potter et al. (2016) and a series of other authors provided 

substantial evidence that oxidative phosphorylation (OXPHOS) and a normal 

Krebs cycle (TCA cycle) persist in the vast majority, if not in all malignant 

tumors, i.e., most cancers exhibit the Warburg effect while retaining 

mitochondrial respiration (for reviews see  e.g., Koppenol et al., 2011,Vaupel & 

Mayer 2012). 

    During the past decades, many experimental studies have been published 

which support or refuse the “original” Warburg effect as a hallmark of cancer. 

As a result, endless controversies and discussions on Warburg’s discovery and 

between supporters and opponents have attained attention among scientists 

worldwide (for a review see Vaupel & Mayer, 2012; approx. 20,000 
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publications u up to December, 2018!). Not noticed by most of the supporters of 

his original postulate, Warburg himself (1962) has contributed to this confusion 

conceding that the respiration of cancer cells is in fact not compromised, thus 

cutting back on his initial “respiration injury” theory. Furthermore, there is 

evidence that the tumor tissue sections used in Warburg’s experiments were 

thicker than “critical” oxygen diffusion distances, i.e., tissue slices investigated 

were at least partially hypoxic. Warburg calculated a critical diffusion distance 

of 470 µm based on invalid O2 diffusion constants as part of the differential 

equations for calculation of O2 diffusion distances (Vaupel 1974, 

Dang et al., 2008). 

    Considering contributions by modern genomic and mass spectrometry-based 

proteomic analyses, and contrary to Warburg’s conventional belief, in this 

review we will demonstrate that (a) varying oxygen availability govern the O2 

consumption rate of cancer cells in vivo, clearly speaking against a universal 

mitochondrial dysfunction and a plethora of studies and communications in 

favor of the principal role of the Warburg effect in its original concept, and (b) 

the Warburg effect does not reflect a compensatory increase in glycolytic flux 

upon permanent impairment of oxidative  metabolism in cancer cells which 

apparently have a great need for ATP. Instead, the Warburg effect describes an 

aggressive phenotype with “selfish” biosynthetic programs that are required to 

sustain cell survival, proliferation, migration, invasion, metastasis, and 

suppression of antitumor immune responses, ultimately leading to disease 

progression. The respective transcriptional responses are mediated primarily by 

hypoxia-inducible factors (HIFs), activated PI3K/Akt/mTOR and deactivated 

LKB1/AMPK pathways, and cMYC, as evidenced during the past twenty years. 

 

Warburg effect: Sequela to defective mitochondrial function ? 

 For decades, the Warburg effect (aerobic glycolysis) was described as a sequela 

to damaged mitochondria (model “Damaged mitochondria” according to Zhou 
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et al., 2017) and as a metabolic signature of cancer cells. Instead, oxygen uptake 

rates of most malignant tumors in vivo is determined by O2 availability, i.e., 

blood O2 concentration x blood flow rate (Vaupel 1974, 1977).  

     

Oxygen uptake rates are a function of blood flow in cancers                         

O2 uptake rates strongly depend  on the O2 availability and thus on the efficacy 

of blood flow as evidenced in a series of isografted or allografted murine tumors 

(Vaupel 1974, 1977) and various xenografted human tumors (Vaupel et al., 

1987, Kallinowski et al., 1989). Flow increases in individual tumors up to 

39.5°C upon local hyperthermia was followed by similar rises in the O2 uptake 

rates (for a review see Vaupel & Mayer, 2012). 

Oxygen uptake rates of isolated tumor cells increase at elevated temperatures 

On average, isolated tumor cells (exponentially) increase their O2 consumption 

rate upon temperature elevation up to maximum values at approx. 42°C. The 

respective temperature coefficient Q10 (van’t Hoff coefficient) obtained is 2.3, 

thus clearly indicating completely functioning mitochondria (for a review see 

Vaupel & Mayer, 2012). 

Oxygen uptake rates of cancers increase with rising arterial O2 concentrations 

The O2 concentration in the arterial blood supplying the tumor mass is a function 

of the arterial O2 partial pressure (pO2) and/or the hemoglobin content (cHb). 

Changing these parameters will thus distinctly influence the oxygen availability 

and, in turn, the O2 uptake rate of cancers. Increasing these O2 transport factors, 

individually or in combination (e.g., upon arterial hyperoxia and/or correction of 

tumor-associated or therapy-induced anemia) has led to higher O2 availability 

and, thus, to an increase in the O2 uptake rate, again clearly speaking against a 

respiration injury in cancer cells as a universal feature (for a review see Vaupel 

& Mayer 2012). 

Acc
ep

te
d 

M
an

us
cr

ipt



   Although there is unequivocal experimental evidence from in vivo studies 

against Warburg’s original notion of defective mitochondria in cancer cells, 

hypotheses similar to Warburg’s “Damaged mitochondria model” are still 

popular in cancer research based on the discovery of (a) mutations of TCA-cycle 

enzymes (e.g., Boland et al., 2013),  and (b) an increase  in ROS in cancer cells 

due to a drop of the ROS-scavenging enzyme superoxide dismutase-II (SOD-II) 

in mitochondria (e.g., Sabharwal & Schumacker, 2014). 

    In an Opinion Article, Denko (2008) has pointed out that the Warburg effect 

may not be due to increasing glycolysis alone but also by decreasing 

mitochondrial activity. This latter effect is triggered by the HIF-1α  transcription 

factor, which can be activated  both under hypoxic and normoxic conditions. 

HIF is considered a key activator of aerobic and hypoxic (anaerobic) glycolysis 

(see below). HIF-1α can downregulate mitochondrial function (at 1-2% O2) by 

direct activation of  PDK1 which in turn inactivates the mitochondrial enzyme 

pyruvate dehydrogenase (PDH). As a consequence, pyruvate (endproduct of 

glycolysis) cannot enter the TCA cycle, finally leading to a reduced OXPHOS, 

cellular oxygen consumption and ROS generation (Denko, 2008). A second 

HIF-1-induced mechanism is the reduction of the number of mitochondria per 

cell, due to induction of MXI1, an antagonist of Myc, which regulates 

mitochondrial biogenesis. A third mechanism, by which HIF-1 controls 

mitochondrial function is by altering the cytochrome c oxidase activity (Denko, 

2008). 

 

Warburg effect: Inefficient means of energy generation?  

The Warburg effect, i.e., the enhanced rate of glycolysis and generation of  

lactate in the presence of adequate O2 supply and fully functioning 

mitochondria, has been described as an inefficient means of energy metabolism. 

In aerobic glycolysis the net production is 2 moles each of ATP and pyruvate 

per mole glucose, whereas the total yield being approx. 36 (-38) ATPs from the 
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complete oxidation of 1 mole of glucose to CO2 and H2O, or rather H
+
 and 

HCO3
- 
 anions  (generation of 2 ATPs in glycolysis + 2 ATPs in TCA cycle + 32 

ATPs in electron transport chain and OXPHOS). However, the speed of the 

cytosolic ATP generation is approx. 100- times (range: 30-200 times) faster than 

in mitochondria, i.e., aerobic glycolysis is able to supply much more ATP per 

unit time than oxidative metabolism of glucose (“low- yield, but high- speed 

ATP production”, Pfeiffer et al., 2001, Shestov et al., 2014). In fact, the amount 

of ATP generated over any given time period is comparable when either form of 

glucose metabolism is utilized as long as abundant glucose is available from the 

extracellular compartment (“tumor microenvironment”, Liberty & Locasale, 

2016). In cases of greatly increased ATP demand by cancer cells (e.g., during 

higher  activity of efflux membrane ATPases), aerobic glycolysis can increase 

rapidly while OXPHOS remains constant due to a much faster and abundant 

ATP production through the Warburg effect (Epstein et al., 2014). 

Warburg effect: A central feature of metabolic reprogramming in cancer! 

Metabolic reprogramming, as a consequence of metabolic plasticity, has been 

described as one of the hallmarks of cancer (Hanahan & Weinberg, 2011). This 

trait relates to -inter alia- elevations in glycolytic and glutaminolytic fluxes. 

Acceleration of the glycolytic flux is  mainly accomplished by activation of the 

PI3K/Akt/mTOR- pathway and of HIF-1α (“master regulators”) upon binding of 

growth factors totheir surface receptor , and upon activation of  HIF-1 by 

hypoxic stress (Semenza, 2010), or (constitutively) by moderate levels of ROS, 

HSP90, mutation of tumor suppressors (e.g., PTEN, p53, VHL) or activation of 

oncogenes (e.g., cMYC, Ras, Raf), respectively. Acceleration of the glycolytic 

flux can also be achieved by decrease of AMPK signaling, as well as cMyc-

driven (a) upregulation of the glucose transporters GLUT-1 and GLUT-3, thus 

substantially facilitating glucose transport into the cytoplasm, and (b) 

overexpression of the enzymes catalyzing the initial steps of the glycolytic 

pathway in more than 70% of all human cancer types, i.e., hexokinase (HK) and 
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phosphofructokinase (PFK, Marin-Hernandez et al., 2009, Tran et al., 2016). In 

all, the alterations mentioned above are implemented in the hostile tumor 

microenvironment, contributing to the development of the Warburg phenotype.  

    In addition to providing ATP, aerobic glycolysis generates antioxidant 

moieties (2 NADHs per mole glucose) and allows for the diversion (shuttling) of 

glycolytic intermediates (“carbon sources”) into several biosynthetic pathways 

(generation of nucleotides and NADPH -via the pentose phosphate pathway-, 

lipids and nonessential amino acids) thus supporting biosynthetic programs as 

long as an adequate glucose supply is maintained. (The role of glutaminolysis 

providing nitrogens for biosynthesis of nucleotides and amino acids in cancer 

cells is discussed below.) These biosynthetic pathways are facilitated through a 

decreased activity of the enzyme pyruvate kinase, which catalyzes the final step 

of aerobic glycolysis converting phosphoenolpyruvate to pyruvate. In contrast to 

normal tissues, in most (if not all) human cancers tested to date, tyrosine kinase 

receptor stimulation and signaling (as well as induction by HIF-1α) leads to the 

expression of the nearly inactive dimeric M2-isoform of pyruvate kinase (PK-

M2, Mazurek & Eigenbrodt 2003, Mazurek et al. 2005), This limits the 

phosphoenolpyruvate-to-pyruvate conversion and thus leads to an accumulation 

of upstream glycolytic intermediates (“glucose carbons”) and herewith shuttling 

into the biosynthetic pathways mentioned above (model “Cell proliferation 

requirement” according to Zhou et al., 2017). 

    Aerobic glycolysis can minimize the production of reactive oxygen species 

(ROS; Lu et al., 2015) which, at lower concentrations, can promote increased 

survival of cancer cells (Sporn & Liby, 2012) as long as an adequate glucose 

supply is maintained (“tumors act as glucose traps”, Shapot, 1980). High 

glycolytic rates can lead to glucose depletion in the tumor microenvironment 

(TME) below physiological levels (TME glucose concentrations in human 

cancers:  < 2.5 mM, Vaupel, 1992; glucose concentration of the interstitial fluid 

in experimental rat tumors: < 1 mM, Gullino et al., 1964). 
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    All in all, the Warburg effect, as a key feature of “selfish” metabolic 

reprogramming of cancer cells, enables/supports rapid and continuous 

proliferation and growth, maintenance of the cancer stem cell state, survival, and 

immune system evasion rather than highly efficient ATP production (Fig. 1). 

This possibility was never anticipated by Warburg, his supporters and 

contemporaries (e.g., DeBerardinis et al., 2008, Vander Heiden et al., 2009, 

Cairns et al., 2011, Mihaylova & Shaw, 2011, Ward & Thompson, 2012, Soga, 

2013,  Amoedo et al., 2013, Phan et al., 2014, Liberty & Locasale, 2016, Bose & 

Le, 2018, Kato et al., 2018).  

 

Warburg effect: Release of lactate, a key oncometabolite, signaling 

molecule, and fuel for normoxic cancer cells 

 

High lactate levels in the TME (up to 45 mM) result from upregulation of 

aerobic glycolysis, HIF-1α-driven glycolysis as an adaptation in hypoxic/anoxic 

tumor regions and Myc-driven glutaminolysis, another key feature of metabolic 

reprogramming in cancers, to a certain extent, contribute to lactate accumulation 

(see below).  

    pO2 declines faster with distance from tumor microvessels than do glucose 

concentrations (Vaupel, 2004). Therefore, anaerobic glycolysis significantly 

contributes to lactate formation with increasing proportion (a) with 

enlarging distance from vessels, and (b) with declining pO2 values from the 

arterial (inlet) to the venous (outlet) end of the tumor vessel (see Figs.2 and 3). 

Finally, high lactate levels may also be the consequence of insufficient waste 

drainage in poorly vascularized tumor areas (Mayer & Vaupel, 2013). 

     In the 1970s and 1980s the “glycolytic rate” (GR), i.e., the fraction of utilized 

glucose which is eliminated as lactate via the venous blood, was examined in 

“tissue-isolated” experimental tumors in vivo. In animals breathing room air, GR 

varied considerably from 28% to 65%, depending on the tumor type and volume 
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(e.g., Vaupel, 1974, Gullino, 1976, Sauer et al., 1982). Upon breathing 100% 

oxygen, the mean GR significantly decreased from 51% to 42% in 

isotransplanted  tumors  in rats (Vaupel, 1974).  For human colon carcinomas in 

situ comparable GR values were described (Holm et al., 1995). The individual 

contribution of lactate production by aerobic vs. anaerobic glycolysis, however, 

could not be assessed in these latter experiments.  

    For an accelerated lactate formation in aerobic glycolysis, HIF-1α- and cMyc-

activation increase the expression of pyruvate dehydrogenase kinase 1 (PDK-1) 

and lactate dehydrogenase A (LDH-A), which drives pyruvate into lactate, thus 

contributing to the aerobic glycolysis phenotype (Liao, 2014, 2017). Increased 

HIF-directed expression of PDK-1 inhibits pyruvate dehydrogenase (PDH) and, 

as a consequence, limits pyruvate entry into the mitochondrial matrix and the 

Krebs cycle, respectively. 

    In this latter section, the model of “glycolysis as an adaptation to tumor 

hypoxia” is highlighted, supporting the notion, that glycolysis is preferentially 

due to the development of hypoxia and may not display the Warburg effect in 

vivo (Zhou et al., 2017). 

Lactate, a master oncometabolite and signaling molecule 

Lactate probably is the only oncometabolite involved and necessary in nearly all 

main sequelae for malignant progression. A series of these pathophysiological 

conditions results after binding of the ligand lactate to the G-protein coupled 

receptor 81 (GPR81-receptor) and activation of the PI3K/Akt/mTOR pathway 

(San-Millan & Brooks, 2017). Sequelae inter alia include sustained 

angiogenesis, promotion of cell motility, local invasion (partly via hyaluronidase 

production by cancer-associated fibroblasts) and distant metastasis, resistance to 

apoptosis, promotion of a stem cell phenotype, suppression of anti-tumor 

immune responses, and may mediate radioresistance by virtue of its antioxidant 

properties (for a review see Mayer & Vaupel, 2013). In addition, lactate 
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indirectly stabilizes HIF-1α through inhibition of prolyl-hydroxylase (PHD; 

Pavlova & Thompson, 2016, Sormendi & Wielockx, 2018). 

 

Lactate/lactic acid causes acidification of the tumor microenvironment   

The export of lactate
-
 anions and H

+
 through hypoxia-/HIF-1α-driven MCT4- 

symporters into the extracellular space lead to a substantial 

acidification/acidosis of the tumor microenvironment (TMEwith pH-values< 

6.8). (Lact-)Acidosis is a detrimental trait since it drives inter alia genetic 

instability and mutagenesis, triggers resistance to apoptosis, promotes stem cell 

phenotypes (Lee & Kim, 2016), cancer cell motility, clonal selection of cells 

with high invasive capacity, upregulates MMP-2- , MMP-9- and cathepsin 

activities, induces epithelial-to-mesenchymal transition (EMT) and promotes 

metastasis via enhanced ROS formation (Thews & Riemann, 2019). Acidosis 

stabilizes HIF-1α, induces vigorous angiogenesis via VEGF-overexpression and 

triggers autophagy. Furthermore, it can lead to radioresistance, impedes anti-

tumor immunity, diminishes the effectiveness of basic chemotherapeutic drugs 

and may contribute to drug resistance via mTOR-signaling (Pavlova  & 

Thompson, 2016, Corbet & Feron, 2017). 

    In cancer (as well as in normal tissues) protons can also act as ligands. The 

respective pHe sensing and signaling in malignant tumors has been described by 

Damaghi et al. (2013). 

 

Noteworthy to know: (a) The frequent (but necessarily evolving) co-existence of 

tumor hypoxia, lactate accumulation and acidosis in vivo often complicates the 

interpretation of their individual roles in tumor progression (Vaupel et al., 2004). 

(b) Other pathomechanisms involved in and factors contributing to the 

acidification of the extracellular space in tumor are ATP- hydrolysis, 

ketogenesis and CO2 production (which is subsequently hydrated into 

bicarbonate
-
 and H

+
), by the Krebs cycle, the pentose phosphate pathway (see 
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above), and  -to a certain extent-  glutaminolysis, another key element of 

“selfish” metabolic reprogramming in cancers. Glutamine is the second principal 

growth supporting substrate for cancer cells, providing nitrogens required for the 

synthesis of nucleotides and nonessential amino acids (Li & Le, 2018). 

Glutamine serves as an energy source in normoxic cancer cells, regulated by 

cMyc and HIF-1α. It is taken up into cancer cells through ASC2- transporters 

and then converted to glutamate and α-ketoglutarate. The subsequent reaction 

steps in the Krebs cycle (TCA cycle) lead to malate. The conversion of malate to 

lactate is catalyzed by malic enzyme (ME) and lactate dehydrogenase A (LDH 

A), both overexpressed in malignant tumors. Glutaminolysis drives the de novo 

synthesis of glutathione, the conversion of malate to pyruvate the production of 

NADPH, both molecules providing reducing power (Cairns et al. 2011). 

 

Lactate fuels normoxic cancer cells 

Upon export through MTC4-symporters into the extracellular space and 

accumulation in the TME, lactate - by contrast- can be imported by normoxic 

cancer (and stromal) cells via MTC1-symporters and utilized to fuel oxidative 

phosphorylation (OXPHOS), thus sparing the uptake of glucose which is -as 

described above- avidly consumed by hypoxic cells (Sonveaux et al., 2008, 

2012, Semenza 2008, Romero-Garcia et al., 2016), 

 

Conclusions 

The Warburg effect (as we know it today) describes the enhanced rate of 

glycolysis (i.e., predominant conversion of glucose to pyruvate) and generation 

of lactate in the presence of abundant oxygen and fully functioning 

mitochondria. Switching to aerobic glycolysis is the main feature of metabolic 

reprogramming, one of the hallmarks of cancer. It constitutes an early and rapid 

adaptation of cancer cells upon hypoxia, oncogenic gain-of-function and loss-of-
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function of suppressor genes in order to meet biosynthetic and bioenergetic 

demands in growing tumors and malignant progression.  

 

Historical perspective versus the modern concept 

Warburg’s landmark observations that cancer cells predominantly convert large 

amounts of glucose to lactate even under conditions of adequate O2 supply are 

still acknowledged 95 years later. However, his dogma relying on his original 

interpretation of the experimental data (“aerobic glycolysis in cancer cells is due 

to a mitochondrial damage” and “aerobic glycolysis is the universal metabolic 

alteration in malignant transformation”) is no longer tenable (Vaupel & Mayer, 

2017).  

    Advanced developments in molecular biology and high-throughput molecular 

analyses have revealed, that the selection for high rates of aerobic glycolysis, 

which is a prerequisite for unlimited growth, is due to an accumulation of 

signaling pathways which are (a) altered by gene mutations or changes in gene 

expressions, and (b) often affected by the tumor microenvironment (Cairns et 

al., 2011) rather than being caused by mitochondrial dysfunctions. In metabolic 

reprogramming processes responsible for the Warburg effect, these altered 

signaling pathways act both independently or in concert with each other (Soga, 

2013). Our new understanding of cancer metabolism has advanced significantly 

in the past two decades and is being used for the development of novel 

diagnostic tools and innovative targeted therapies (Vander Heiden, 2011, 

Olivares et al., 2015, Velazquez et al., 2016).  
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Figure legends 

 

Figure 1. The Warburg effect (aerobic glycolysis) at a glance: Major aspects and 

mechanisms leading to malignant metabolic phenotypes and tumor progression, 

respectively. 

 

Figure 2. Relationship between mean critical diffusion distances for oxygen (O2, 

blue curve) and glucose (red curve) in breast cancer tissue (for computation of 

diffusion distances, in vivo data are used; Vaupel, 2004). From these data there 

is clear indication that the diffusion distances for glucose are approx. 2- times 

larger than for oxygen. pO2 declines faster in the tissue than glucose, i.e., the O2  

extraction rate (approx. 44%) is larger than the extraction rate for glucose (about 

38%,  Vaupel et al., 1987, Kallinowski et al., 1988). Oxidative metabolism and 

aerobic glycolysis are restricted to tissue volumes next to the vessel and the 

adjacent areas sufficiently supplied with both oxygen and glucose, whereas 

anaerobic/hypoxic glycolysis is expected in hypoxic/anoxic regions, but still 

exhibiting adequate glucose supply. Critical oxygen supply thus is thought to be 

the primary substrate limitation.  

 

Figure 3. Upper panel: Multichannel staining of a human melanoma specimen 

showing GLUT-1 (green channel) and tumor microvessels (red channel). DAPI 

staining of nuclei (blue channel) is used for single cell segmentation in QuPath. 

Middle panel: classification of single cells according to the expression intensity 

of GLUT-1 (strong expression/hypoxia = bright green, weak or absent 

expression/normoxia = yellow. Vascular endothelial cells are marked in red. 

Lower panel: histogram of distances calculated from hypoxic cells to the nearest 

endothelial cells. The modal value of the distribution is 110 µm, i.e., a rim of 

normoxic cells of approximately this thickness surrounds each blood vessel 

(range of distances: 0-330 µm). Beyond this distance, a zone of hypoxic cells of 

slightly smaller thickness begins. Distant from the hypoxic zone, necrotic tissue 

is found. This pattern corresponds qualitatively to the theoretical analysis 

presented in Fig. 2. Strongly elevated expression of  

GLUT-1 is biologically plausible because glucose is still available in hypoxic 

tissue microregions up to the point where necrosis begins.  
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